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Abstract

The aim of this review paper is to give some insight on some recent developments on the analysis of
cell centred finite volume schemes for incompressible fluid flows. We first recall the cell centred finite
volume scheme for convection diffusion equations, and give the mathematical tools which are needed for
the convergence study. We then turn to the study of a recent scheme which was developed for anisotropic
diffusion operators, and which is based on the construction of a discrete gradient. The third chapter is
devoted to a colocated cell cantered finite volume method for the approximation of the incompressible
Na-vier-Stokes equations posed on a 2D or 3D finite domain. We conclude with the discretization of
Navier-Stokes equations with the full viscous stress tensor thanks to the previously mentioned discrete
gradient.
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Chapter 1

Introduction

1.1 Finite volume schemes for conservation laws

The finite volume method is a discretization method which is well suited for the numerical simulation
of various types (elliptic, parabolic or hyperbolic, for instance) of conservation laws; it has been exten-
sively used in several engineering fields, such as fluid mechanics, heat and mass transfer, semi-conductor
technologies or petroleum engineering. Some of the important features of the finite volume method are
similar to those of the finite element method: it may be used on arbitrary geometries, using structured or
unstructured meshes, and it leads to robust schemes. This feature is classical for inviscid flows leading to
first order hyperbolic systems. The use of unstructured grids with finite volumes for viscous flows is more
recent. An additional feature is the local conservativity of the numerical fluxes, that is the numerical
flux is conserved from one discretization cell to its neighbour. This last feature makes the finite volume
method quite attractive when modelling problems for which the flux is of importance, such as in the fields
previously mentioned. The finite volume method is locally conservative because it is based on a “balance”
approach: a local balance is written on each discretization cell which is often called “control volume”; by
the divergence formula, an integral formulation of the fluxes over the boundary of the control volume is
then obtained. The fluxes on the boundary are discretized with respect to the discrete unknowns.

Let us introduce the method more precisely on simple examples, and then give a description of the
discretization of general conservation laws.

1.2 Examples

Two basic examples can be used to introduce the finite volume method. The analysis of the method for
the second example, which is an elliptic equation, will be developed in details in Chapter 2, since it is
one of the keys to the the analysis of the cell centred FV method for viscous flows.

Example 1.1 (Transport equation) Consider first the linear transport equation

{
ut(x, t) + div(vu)(x, t) = 0, x ∈ IR2, t ∈ IR+,

u(x, 0) = u0(x), x ∈ IR2 (1.1)

where ut denotes the time derivative of u, v ∈ C1(IR2, IR2), and u0 ∈ L∞(IR2). Let M be a mesh of
IR2 consisting of polygonal bounded convex subsets of IR2 and let K ∈ M be a “control volume”, that
is an element of the mesh M. Integrating the first equation of (1.1) over K yields the following “balance
equation” over K:

∫

K

ut(x, t)dx +

∫

∂K

v(x, t) · nK(x)u(x, t)dγ(x) = 0, ∀t ∈ IR+, (1.2)
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where nK denotes the normal vector to ∂K, outward to K. Let k ∈ IR∗
+ be a constant time discretization

step and let tn = nk, for n ∈ IN. Writing equation (1.2) at time tn, n ∈ IN and discretizing the time
partial derivative by the Euler explicit scheme suggests to find an approximation u(n)(x) of the solution
of (1.1) at time tn which satisfies the following semi-discretized equation:

1

k

∫

K

(u(n+1)(x) − u(n)(x))dx +

∫

∂K

v(x, tn) · nK(x)u(n)(x)dγ(x) = 0, ∀n ∈ IN, ∀K ∈ M, (1.3)

where dγ denotes the one-dimensional Lebesgue measure on ∂K and u(0)(x) = u(x, 0) = u0(x). We
need to define the discrete unknowns for the (finite volume) space discretization. We shall be concerned
here principally with the so-called “cell-centred” finite volume method in which each discrete unknown

is associated with a control volume, and which is widely used in industrial codes. Let (u
(n)
K )K∈M,n∈IN

denote the discrete unknowns. For K ∈ M, let EK be the set of edges which are included in ∂K, and for
σ ⊂ ∂K, let nK,σ denote the unit normal to σ outward to K. The second integral in (1.3) may then be
split as: ∫

∂K

v(x, tn) · nK(x)u(n)(x)dγ(x) =
∑

σ∈EK

∫

σ

v(x, tn) · nK,σu
(n)(x)dγ(x); (1.4)

for σ ⊂ ∂K, let

v
(n)
K,σ =

∫

σ

v(x, tn)nK,σ(x)dγ(x).

Each term of the sum in the right-hand-side of (1.4) is then discretized as

F
(n)
K,σ =

{
v
(n)
K,σu

(n)
K if v

(n)
K,σ ≥ 0,

v
(n)
K,σu

(n)
L if v

(n)
K,σ < 0,

(1.5)

where L denotes the neighbouring control volume to K with common edge σ. This “upstream” or
“upwind” choice is classical for transport equations; it may be seen, from the mechanical point of view,
as the choice of the “upstream information” with respect to the location of σ. This choice is crucial in
the mathematical analysis; it ensures the stability properties of the finite volume scheme (see e.g. [24]).
We have therefore derived the following finite volume scheme for the discretization of (1.1):





|K|
k

(u
(n+1)
K − u

(n)
K ) +

∑

σ∈EK

F
(n)
K,σ = 0, ∀K ∈ M, ∀n ∈ IN,

u
(0)
K =

∫

K

u0(x)dx,

(1.6)

where |K| denotes the measure of the control volume K and F
(n)
K,σ is defined in (1.5). This scheme is

locally conservative in the sense that if σ is a common edge to the control volumes K and L, then
FK,σ = −FL,σ. This property is important in several application fields; it will later be shown to be a key
ingredient in the mathematical proof of convergence. Similar schemes for the discretization of linear or
nonlinear hyperbolic equations are studied for instance in [24].

Example 1.2 (Stationary diffusion equation) Consider the basic diffusion equation

{
−∆u = f on Ω =]0, 1[×]0, 1[,
u = 0 on ∂Ω.

(1.7)

Let M be a rectangular mesh. Let us integrate the first equation of (1.7) over a control volume K of the
mesh; with the same notations as in the previous example, this yields:

∑

σ∈EK

∫

σ

−∇u(x) · nK,σdγ(x) =

∫

K

f(x)dx. (1.8)
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For each control volume K ∈ M, let xK be the center of K. Let σ be the common edge between the
control volumes K and L. The flux −

∫
σ ∇u(x) ·nK,σdγ(x), may be approximated by the following finite

difference approximation:

FK,σ = −|σ|
dσ

(uL − uK), (1.9)

where (uK)K∈M are the discrete unknowns and dσ is the distance between xK and xL. This finite
difference approximation of the first order derivative ∇u · n on the edges of the mesh (where n denotes
the unit normal vector) is consistent: the truncation error on the flux is of order h, where h is the
maximum length of the edges of the mesh. We may note that the consistency of the flux holds because
for any σ = σKL common to the control volumes K and L, the line segment [xKxL] is perpendicular
to σ = σKL. Indeed, this is the case here since the control volumes are rectangular. This property is
satisfied by other meshes which will be studied hereafter. It is crucial for the discretization of diffusion
operators.
In the case where the edge σ is part of the boundary, then dσ denotes the distance between the centre
xK of the control volume K to which σ belongs and the boundary. The flux −

∫
σ ∇u(x) · nK,σdγ(x), is

then approximated by

FK,σ =
|σ|
dσ
uK , (1.10)

Hence the finite volume scheme for the discretization of (1.7) is:

∑

σ∈EK

FK,σ = |K|fK , ∀K ∈ M, (1.11)

where FK,σ is defined by (1.9) and (1.10), and fK denotes (an approximation of) the mean value of
f on K. We shall see later that the finite volume scheme is easy to generalise to a triangular mesh,
whereas the finite difference method is not. As in the previous example, the finite volume scheme is
locally conservative, since for any edge σ separating K from L, one has FK,σ = −FL,σ.

Chapter 2 below is concerned with the discretization of linear convection-diffusion operators by cell–
centred finite volume schemes. For the sake of simplicity, we shall only deal here with Dirichlet boundary
conditions, but indeed the analysis maybe extended to other types of boundary conditions, see [24], [41],
[40].
In Chapter 3, we propose a discrete gradient operator which allows to treat, in particular, the case of
anisotropic flows; it will be used in the next chapter to introduce the discretization of the viscous stress
tensor for the Navier-Stokes equations.
Chapter 4 is devoted to a co–located finite volume scheme for the Navier-Stokes equations. We first study
the convergence properties of the scheme for the linear Stokes equations, and then turn to the unsteady
incompressible Navier–Stokes equations. We present a new stabilization technique by “clusters” which
seems to be really efficient in applications. We end by the discretization of the viscous stress tensor in
the compressible case.



Chapter 2

Cell centered finite volume schemes

for convection–diffusion problems

2.1 Meshes and discrete functional spaces

Let us then turn to the discretization of convection-diffusion problems on general structured or non
structured grids, consisting of any polygonal (recall that we shall call “polygonal” any polygonal domain
of IR2 or polyhedral domain or IR3) control volumes (satisfying adequate geometrical conditions which
are stated in the sequel) and not necessarily ordered in a Cartesian grid. The advantage of finite volume
schemes using non structured meshes is clear for convection-diffusion equations. On one hand, the stability
and convergence properties of the finite volume scheme (with an upstream choice for the convective flux)
ensure a robust scheme for any admissible mesh as defined in Definition 2.1 page 5 below, without any
need for refinement in the areas of a large convection flux. On the other hand, the use of a non structured
mesh allows the computation of a solution for any shape of the physical domain.

We saw in Example 1.2 page 3 of Chapter 1 that a consistent discretization of the normal flux −∇u · n
over the interface of two control volumes K and L may be performed with a differential quotient involving
values of the unknown located on the orthogonal line to the interface between K and L, on either side
of this interface. This remark suggests the following definition of admissible finite volume meshes for the
discretization of diffusion problems. We shall only consider here, for the sake of simplicity, the case of
polygonal domains. The case of domains with a regular boundary does not introduce any supplementary
difficulty other than complex notations. The definition of admissible meshes and notations introduced in
this definition are illustrated in Figure 2.1

Definition 2.1 (Admissible meshes) Let Ω be an open bounded polygonal (polyhedral if d = 3)
subset of IRd, and ∂Ω = Ω \Ω its boundary. An admissible finite volume discretization of Ω, denoted by
D, is given by D = (M, E ,P), where:

• M is a finite family of non empty open polygonal convex disjoint subsets of Ω (the “control vol-
umes”) such that Ω = ∪K∈MK. For any K ∈ M, let ∂K = K \ K be the boundary of K and
|K| > 0 denote the area of K.

• E is a finite family of disjoint subsets of Ω (the “edges” of the mesh), such that, for all σ ∈ E , there
exists a hyper-plane E of IRd and K ∈ M with σ = ∂K ∩ E and σ is a non empty open subset of
E. We then denote by |σ| > 0 the (d-1)-dimensional measure of σ. We assume that, for all K ∈ M,
there exists a subset EK of E such that ∂K = ∪σ∈EK

σ. It then results from the previous hypotheses
that, for all σ ∈ E , either σ ⊂ ∂Ω or there exists (K,L) ∈ M2 with K 6= L such that K ∩ L = σ in
which case we shall write σ = σKL.

5
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• P is a family of points of Ω indexed by M, denoted by P = (xK)K∈M. The coordinates of xK are

denoted by x
(i)
K , i = 1, . . . , d. The family P is such that, for all K ∈ M, xK ∈ K. Furthermore, for

all σ ∈ E such that there exists (K,L) ∈ M2 with σ = σKL, it is assumed that the straight line
(xK , xL) going through xK and xL is orthogonal to σKL. For all K ∈ M and all σ ∈ EK , let yσ be
the orthogonal projection of xK on σ. We suppose that, for any σ ⊂ ∂Ω, one has yσ ∈ σ.

Furthermore, we define the following notations:

The mesh size is defined by: hD = sup{diam(K), K ∈ M}.
For any K ∈ M and σ ∈ E , |K| is the d-dimensional Lebesgue measure of K (it is the area of
K in the two-dimensional case and the volume in the three-dimensional case) and |σ| the (d − 1)-
dimensional measure of σ.

The set of interior (resp. boundary) edges is denoted by Eint (resp. Eext), that is Eint = {σ ∈ E ;
σ 6⊂ ∂Ω} (resp. Eext = {σ ∈ E ; σ ⊂ ∂Ω}). For a given control volume K, let EK,ext = EK ∩ Eext.

The set of neighbours of K is denoted by NK , that is NK = {L ∈ M; ∃σ ∈ EK , σ = K ∩ L}. For
all K ∈ M and σ ∈ EK , we denote by nK,σ the unit vector normal to σ outward to K.

If σ = σKL, we set nKL = nK,σKL
, and we denote by dσ or dσKL

the Euclidean distance between
xK and xL (which is positive) and by dK,σ the distance from xK to σ.

If σ ∈ EK ∩ Eext, let dσ denote the Euclidean distance between xK and yσ (then, dσ = dK,σ).

For any σ ∈ E ; the “transmissibility” through σ is defined by τσ = |σ|/dσ if dσ 6= 0.

In some results and proofs given below, there are summations over σ ∈ E0, with E0 = {σ ∈ E ;
dσ 6= 0}.

xK xL

xK

|σ|

dσ

σ

yσ

∂Ω

K L

K

dσ

yσ

Figure 2.1: Admissible meshes

Remark 2.2 (i) The definition of yσ for σ ∈ Eext requires that yσ ∈ σ. However, in many cases, this
condition may be relaxed. The condition xK ∈ K may also be relaxed as described, for instance, in
Example 2.3 below.
(ii) The condition xK 6= xL if σ = σKL, is in fact quite easy to satisfy: two neighbouring control volumes
K,L which do not satisfy it just have to be collapsed into a new control volume M with xM = xK = xL,
and the edge σKL removed from the set of edges. The new mesh thus obtained is admissible.

Example 2.3 (Triangular meshes) Let Ω be an open bounded polygonal subset of IR2. Let M be a
family of open triangular disjoint subsets of Ω such that two triangles having a common edge have also
two common vertices. Assume that all angles of the triangles are less than π/2. This last condition is
sufficient for the orthogonal bisectors to intersect inside each triangle, thus naturally defining the points
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xK ∈ K. One obtains an admissible mesh. In the case of an elliptic operator, the finite volume scheme
defined on such a grid using differential quotients for the approximation of the normal flux yields a 4-
point scheme [47]. This scheme does not lead to a finite difference scheme consistent with the continuous
diffusion operator (using a Taylor expansion). The consistency is only verified for the approximation of
the fluxes, but this, together with the conservativity of the scheme yields the convergence of the scheme,
as it is proved below.
Note that the condition that all angles of the triangles are less than π/2 (which yields xK ∈ K) may
be relaxed (at least for the triangles the closure of which are in Ω) to the so called “strict Delaunay
condition” which is that the closure of the circumscribed circle to each triangle of the mesh does not
contain any other triangle of the mesh. For such a mesh, the point xK (which is the intersection of the
orthogonal bisectors of the edges of K) is not always in K, but the scheme (2.13)-(2.15) is convenient since
(2.14) yields a consistent approximation of the diffusion fluxes and since the transmissibilities (denoted
by τσKL

) are positive.

Example 2.4 (Voronöı meshes) Let Ω be an open bounded polygonal subset of IRd. An admissible
finite volume mesh can be built by using the so called “Voronöı” technique. Let P be a family of points
of Ω. For example, this family may be chosen as P = {(k1h, . . . , kdh), k1, . . . kd ∈ ZZ } ∩ Ω, for a given
h > 0. The control volumes of the Voronöı mesh are defined with respect to each point x of P by

Kx = {y ∈ Ω, |x− y| < |z − y|, ∀z ∈ P , z 6= x},
where |x − y| denotes the Euclidean distance between x and y. Voronöı meshes are admissible in the
sense of Definition 2.1 if the assumption “on the boundary”, namely part (v) of Definition 2.1, is satisfied.
Indeed, this is true, in particular, if the number of points x ∈ P which are located on ∂Ω is “large enough”.
Otherwise, the assumption (v) of Definition 2.1 may be replaced by the weaker assumption “d(yσ, σ) ≤ hD
for any σ ∈ Eext” which is much easier to satisfy. Note also that a slight modification of the treatment of
the boundary conditions in the finite volume scheme (2.16)-(2.19) page 11 allows us to obtain convergence
and error estimates results (as in theorems 2.18 page 15 and 2.22 page 18) for all Voronöı meshes. This
modification consists in replacing, for K ∈ M such that EK ∩Eext 6= ∅, the equation (2.16), associated to
this control volume, by the equation uK = g(zK), where zK is some point on ∂Ω ∩ ∂K. In fact, Voronöı
meshes often satisfy the following property:

EK ∩ Eext 6= ∅ ⇒ xK ∈ ∂Ω

and the mesh is therefore admissible in the sense of Definition 2.1 (then, the scheme (2.16)-(2.19) page
11 yields uK = g(xK) if K ∈ M is such that EK ∩ Eext 6= ∅).
An advantage of the Voronöı method is that it easily leads to meshes on non polygonal domains Ω.

Let us now introduce the space of piecewise constant functions associated to an admissible mesh and
some “discrete H1

0” norm for this space. This discrete norm will be used to obtain stability properties
which are given by some estimates on the approximate solution of a finite volume scheme.

Definition 2.5 Let Ω be an open bounded polygonal subset of IRd, with d ∈ IN∗. Let D = (M, E ,P) be an
admissible finite volume discretization of Ω in the sense of definition 2.1. We denote by HD(Ω) ⊂ L2(Ω)
the space of functions which are piecewise constant on each control volume K ∈ M. For all w ∈ HD(Ω)
and for all K ∈ M, we denote by wK the constant value of w in K. The space HD(Ω) is embedded
with the following Euclidean structure: For (v, w) ∈ (HD(Ω))2, we first define the following inner product
(corresponding to Neumann boundary conditions)

〈v, w〉D =
1

2

∑

K∈M

∑

L∈NK

τσKL
(vL − vK)(wL − wK), (2.1)

and then another inner product (corresponding to Dirichlet boundary conditions)

[v, w]D = 〈v, w〉D +
∑

K∈M

∑

σ∈EK∩Eext

|σ|
dK,σ

vKwK . (2.2)
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Next, we define a semi-norm and a norm in HD(Ω) (thanks to the discrete Poincaré inequality (2.7)
given below) by

|w|D = (〈w,w〉D)
1/2

, ‖w‖D = ([w,w]D)
1/2

.

We define the interpolation operator PD : C(Ω) → HD(Ω) by

(PDϕ)K = ϕ(xK), for all K ∈ M, for all ϕ ∈ C(Ω). (2.3)

Similarly, for u = (u(i))i=1,...,d ∈ (HD(Ω))d, v = (v(i))i=1,...,d ∈ (HD(Ω))d and w = (w(i))i=1,...,d ∈
(HD(Ω))d, we define:

‖u‖D =

(
d∑

i=1

[u(i), u(i)]D

)1/2

, [v, w]D =

d∑

i=1

[v(i), w(i)]D,

and PD : C(Ω)d → HD(Ω)d by (PDϕ)K = ϕ(xK), for all K ∈ M, for all ϕ ∈ C(Ω)d.

Remark 2.6 Note that for u ∈ HD(Ω), one has:

‖u‖D =
(∑

σ∈E

τσ(Dσu)
2
) 1

2

, (2.4)

where τσ = |σ|/dσ and
Dσu = |uK − uL| if σ ∈ Eint, σ = σKL,
Dσu = |uK | if σ ∈ Eext ∩ EK ,
where uK denotes the value taken by u on the control volume K and the sets E, Eint, Eext and EK are
defined in Definition 2.1 page 5.

The discrete H1
0 norm is used in the following sections to prove the convergence of finite volume schemes

and, under some regularity conditions, to give error estimates. It is related to the H1
0 norm, see the

convergence of the norms in Theorem 2.18. One of the tools used below is the following “discrete
Poincaré inequality” which may also be found in [66]:

Lemma 2.7 (Discrete Poincaré inequality) Let Ω be an open bounded polygonal subset of IRd, d = 2
or 3, M an admissible finite volume mesh in the sense of Definition 2.1 and u ∈ HD(Ω) (see Definition
2.5), then

‖u‖L2(Ω) ≤ diam(Ω)‖u‖D, (2.5)

where ‖ · ‖D is the discrete H1
0 norm defined in Definition 2.5 page 7.

Remark 2.8 (Dirichlet condition on part of the boundary) This lemma gives a discrete Poincaré
inequality for Dirichlet boundary conditions on the boundary ∂Ω. In the case of a Dirichlet condition on
part of the boundary only, it is still possible to prove a Discrete boundary condition provided that the
polygonal bounded open set Ω is also connex, thanks to Lemma 2.7 page 8 proven in the sequel.

Proof of Lemma 2.7

For σ ∈ E , define χσ from IRd × IRd to {0, 1} by χσ(x, y) = 1 if σ ∩ [x, y] 6= ∅ and χσ(x, y) = 0 otherwise.

Let u ∈ HD(Ω). Let d be a given unit vector. For all x ∈ Ω, let Dx be the semi-line defined by its origin, x,
and the vector d. Let y(x) such that y(x) ∈ Dx∩∂Ω and [x, y(x)] ⊂ Ω, where [x, y(x)] = {tx+(1−t)y(x),
t ∈ [0, 1]} (i.e. y(x) is the first point where Dx meets ∂Ω).

Let K ∈ M. For a.e. x ∈ K, one has
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|uK | ≤
∑

σ∈E

Dσuχσ(x, y(x)),

where the notations Dσu and uK are defined in Definition 2.5 page 7. We write the above inequality for
a.e x ∈ Ω and not for all x ∈ Ω in order to account for the cases where an edge or a vertex of the mesh
is included in the semi-line [x, y(x)]; in both cases one may not write the above inequality, but there
are only a finite number of edges and vertices, and since d is fixed, the above inequality may be written
almost everywhere.
Let cσ = |d · nσ| (recall that ξ · η denotes the usual scalar product of ξ and η in IRd). By the Cauchy-
Schwarz inequality, the above inequality yields:

|uK |2 ≤
∑

σ∈E

(Dσu)
2

dσcσ
χσ(x, y(x))

∑

σ∈E

dσcσχσ(x, y(x)), for a.e. x ∈ K. (2.6)

Let us show that, for a.e. x ∈ Ω,

∑

σ∈E

dσcσχσ(x, y(x)) ≤ diam(Ω). (2.7)

Let x ∈ K, K ∈ M, such that σ ∩ [x, y(x)] contains at most one point, for all σ ∈ E , and [x, y(x)] does
not contain any vertex of M (proving (2.7) for such points x leads to (2.7) a.e. on Ω, since d is fixed).
There exists σx ∈ Eext such that y(x) ∈ σx. Then, using the fact that the control volumes are convex,
one has:

∑

σ∈E

χσ(x, y(x))dσcσ = |(xK − xσx
) · d|.

Since xK and xσx
∈ Ω (see Definition 2.1), this gives (2.7).

Let us integrate (2.6) over Ω; (2.7) gives

∑

K∈M

∫

K

|uK |2dx ≤ diam(Ω)
∑

σ∈E

(Dσu)
2

dσcσ

∫

Ω

χσ(x, y(x))dx.

Since
∫
Ω
χσ(x, y(x))dx ≤ diam(Ω)|σ|cσ , this last inequality yields

∑

K∈M

∫

K

|uK |2dx ≤ (diam(Ω))2
∑

σ∈E

|Dσu|2
|σ|
dσ
dx.

Hence the result.

For the sake of completeness, we also recall the discrete Poincaré–Wirtinger inequality, and refer to [24]
or [41] for its proof:

Lemma 2.9 (Poincaré–Wirtinger discrete inequality) There exists CΩ > 0, only depending on Ω,
such that

‖w‖2
L2(Ω) ≤ CΩ|w|2D , ∀w ∈ HD(Ω) with

∫

Ω

w(x)δx = 0. (2.8)

2.2 The convection–diffusion problem and its finite volume dis-

cretization

Let us consider here the following elliptic equation

−∆u(x) + div(vu)(x) + bu(x) = f(x), x ∈ Ω, (2.9)
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with Dirichlet boundary condition:
u(x) = g(x), x ∈ ∂Ω, (2.10)

where

Assumption 2.10

1. Ω is an open bounded polygonal subset of IRd, d = 2 or 3,

2. b ≥ 0,

3. f ∈ L2(Ω),

4. v ∈ C1(Ω, IRd); divv ≥ 0,

5. g ∈ C(∂Ω, IR) is such that there exists g̃ ∈ H1(Ω) such that γ(g̃) = g a.e. on ∂Ω.

Here, and in the sequel, “polygonal” is used for both d = 2 and d = 3 (meaning polyhedral in the latter
case) and γ denotes the trace operator from H1(Ω) into L2(∂Ω). Note also that “a.e. on ∂Ω” is a.e. for
the d− 1-dimensional Lebesgue measure on ∂Ω.
Under Assumption 2.10, by the Lax-Milgram theorem, there exists a unique variational solution u ∈
H1(Ω) of Problem (2.9)-(2.10). (For the study of elliptic problems and their discretization by finite
element methods, see e.g. [17] and references therein). This solution satisfies u = w+ g̃, where g̃ ∈ H1(Ω)
is such that γ(g̃) = g, a.e. on ∂Ω, and w is the unique function of H1

0 (Ω) satisfying

∫

Ω

(
∇w(x) · ∇ψ(x) + div(vw)(x)ψ(x) + bw(x)ψ(x)

)
dx =

∫

Ω

(
−∇g̃(x) · ∇ψ(x) − div(vg̃)(x)ψ(x) − bg̃(x)ψ(x) + f(x)ψ(x)

)
dx, ∀ψ ∈ H1

0 (Ω).
(2.11)

Let M be an admissible mesh. Let us now define a finite volume scheme to discretize (2.9), (2.10) page
10.
Let

fK =
1

|K|

∫

K

f(x)dx, ∀K ∈ M. (2.12)

Let (uK)K∈M denote the discrete unknowns. In order to describe the scheme in the most general way,
one introduces some auxiliary unknowns, namely the fluxes FK,σ , for all K ∈ M and σ ∈ EK , and some
(expected) approximation of u in σ, denoted by uσ, for all σ ∈ E . For K ∈ M and σ ∈ EK , let nK,σ

denote the normal unit vector to σ outward to K and vK,σ =
∫

σ
v(x) · nK,σdγ(x). Note that dγ is the

integration symbol for the (d−1)-dimensional Lebesgue measure on the considered hyper-plane. In order
to discretize the convection term div(v(x)u(x)) in a stable way, let us define the upstream choice uσ,+

of u on an edge σ with respect to v in the following way. If σ = σKL, then uσ,+ = uK if vK,σ ≥ 0, and
uσ,+ = uL otherwise; if σ ⊂ K ∩ ∂Ω, then uσ,+ = uK if vK,σ ≥ 0 and uσ,+ = g(yσ) otherwise.

Let us first assume that the points xK are located in the interior of each control volume, and are therefore
not located on the edges, hence dK,σ > 0 for any σ ∈ EK , where dK,σ is the distance from xK to σ. A
finite volume scheme can be defined by the following set of equations:

∑

σ∈EK

FK,σ +
∑

σ∈EK

vK,σuσ,+ + b|K|uK = |K|fK , ∀K ∈ M, (2.13)

FK,σ = −τσKL
(uL − uK), ∀σ ∈ Eint, if σ = σKL, (2.14)

FK,σ = −τσ(g(yσ) − uK), ∀σ ∈ Eext such that σ ∈ EK . (2.15)
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In the general case, the centre of the cell may be located on an edge. This is the case for instance when
constructing Voronöı meshes with some of the original points located on the boundary ∂Ω. In this case,
the following formulation of the finite volume scheme is valid, and is equivalent to the above scheme if
no cell centre is located on an edge:

∑

σ∈EK

FK,σ +
∑

σ∈EK

vK,σuσ,+ + b|K|uK = |K|fK , ∀K ∈ M, (2.16)

FK,σ = −FL,σ, ∀σ ∈ Eint, if σ = σKL, (2.17)

FK,σdK,σ = −|σ|(uσ − uK), ∀σ ∈ EK , ∀K ∈ M, (2.18)

uσ = g(yσ), ∀σ ∈ Eext. (2.19)

Note that (2.16)-(2.19) always lead, after an easy elimination of the auxiliary unknowns, to a linear
system of N equations with N unknowns, namely the (uK)K∈M, with N = card(M).

Remark 2.11

1. Note that one may have, for some σ ∈ EK , xK ∈ σ, and therefore, thanks to (2.18), uσ = uK .

2. The choice uσ = g(yσ) in (2.19) needs some discussion. Indeed, this choice is possible since g is
assumed to belong to C(∂Ω, IR) and then is everywhere defined on ∂Ω. In the case where the
solution to (2.9), (2.10) page 10 belongs to H2(Ω) (which yields g ∈ C(∂Ω, IR)), it is clearly a good
choice since it yields the consistency of fluxes (even though an error estimate also holds with other
choices for uσ, the choice given below is, for instance, possible). If g ∈ H1/2 (and not continuous),
the value g(yσ) is not necessarily defined. Then, another choice for uσ is possible, for instance,

uσ =
1

|σ|

∫

σ

g(x)dγ(x).

With this latter choice for uσ, a convergence result also holds, see Theorem [24] or [41].

For the sake of simplicity, it is assumed in Definition 2.1 that xK 6= xL, for all K, L ∈ M. This condition
may be relaxed; it simply allows an easy expression of the numerical flux FK,σ = −τσKL

(uL − uK) if
σ = σKL.

Remark 2.12 (Weak formulation of the FV scheme) Assume here (for the sake of simplicity) that
g = 0. Then the scheme (2.16)-(2.19) (or equivalently (2.13)-(2.15) is equivalent to the following weak
form, closer to that used in the finite element setting:





u ∈ HD(Ω),

[u, ϕ]D + cD(u, ϕ) +

∫

Ω

bu(x)ϕ(x) dx =

∫

Ω

f(x)ϕ(x)dx, ∀ϕ ∈ HD(Ω),
(2.20)

where [·, ·]D is an inner product on HD defined in Definition 2.5, cD is a (non–symmetric) bilinear form
defined by:

cD(u, ϕ) =
∑

K∈M

∑

σ∈EK

(v+
K,σuK − v−K,σuL)ϕK , (2.21)

with v+
K,σ = max(vK,σ, 0) and v−K,σ = min(vK,σ , 0).

Indeed, let ϕ ∈ HD(Ω), mutiplying (2.13) by ϕK , summing over K ∈ M, and remarking that v+
K,σuK −

v−K,σuL = vK,σuσ,+ yields (2.20). Conversely, taking ϕ = 1K the characteristic function of K (that is
1K(x) = 1 if x ∈ K, and 1K(x) = 0 otherwise) in (2.20), one immediately obtains (2.13). Note that a
similar weak formulation may also be obtained for non homogeneous Dirichlet boundary conditions.
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2.3 Existence and estimates

Let us first prove the existence of the approximate solution and an estimate on this solution. This estimate
ensures the stability of the scheme and will be obtained by using the discrete Poincaré inequality (2.5)
and will yield convergence thanks to a compactness result (see Theorem 2.16 page 13).

Lemma 2.13 (Existence and estimate) Under Assumptions 2.10, let M be an admissible mesh in
the sense of Definition 2.1 page 5; there exists a unique solution (uK)K∈M to equations (2.16)-(2.19).
Furthermore, assuming g = 0 and defining uM ∈ HD(Ω) (see Definition 2.5) by uD(x) = uK for a.e.
x ∈ K, and for any K ∈ M, the following estimate holds:

‖uD‖D ≤ diam(Ω)‖f‖L2(Ω), (2.22)

where ‖ · ‖D is the discrete H1
0 norm defined in Definition 2.5.

Proof of Lemma 2.13

Equations (2.16)-(2.19) lead, after an easy elimination of the auxiliary unknowns, to a linear system of
N equations with N unknowns, namely the (uK)K∈M, with N = card(M).

Step 1 (existence and uniqueness)
Assume that (uK)K∈M satisfies this linear system with g(yσ) = 0 for any σ ∈ Eext, and fK = 0 for all
K ∈ M. Let us multiply (2.16) by uK and sum over K; from (2.17) and (2.18) one deduces

b
∑

K∈M

|K|u2
K +

∑

K∈M

∑

σ∈EK

FK,σuK +
∑

K∈M

∑

σ∈EK

vK,σuσ,+uK = 0, (2.23)

which gives, reordering the summation over the set of edges

b
∑

K∈M

|K|u2
K +

∑

σ∈E

τσ(Dσu)
2 +

∑

σ∈E

vσ

(
uσ,+ − uσ,−

)
uσ,+ = 0, (2.24)

where
|Dσu| = |uK − uL|, if σ = σKL and |Dσu| = |uK |, if σ ∈ EK ∩ Eext;
vσ = |

∫
σ
v(x) · ndγ(x)|, n being a unit normal vector to σ;

uσ,− is the downstream value to σ with respect to v, i.e. if σ = σKL, then uσ,− = uK if vK,σ ≤ 0, and
uσ,− = uL otherwise; if σ ∈ EK ∩ Eext, then uσ,− = uK if vK,σ ≤ 0 and uσ,− = uσ if vK,σ > 0.
Note that uσ = 0 if σ ∈ Eext.

Now, remark that

∑

σ∈E

vσuσ,+(uσ,+ − uσ,−) =
1

2

∑

σ∈E

vσ

(
(uσ,+ − uσ,−)2 + (u2

σ,+ − u2
σ,−)

)
(2.25)

and, thanks to the assumption divv ≥ 0,

∑

σ∈E

vσ(u2
σ,+ − u2

σ,−) =
∑

K∈M

(∫

∂K

v(x) · nKdγ(x)
)
u2

K =

∫

Ω

(divv(x))u2
D(x)dx ≥ 0. (2.26)

Hence,

b‖uD‖2
L2(Ω) + ‖uD‖2

1,M = b
∑

K∈M

|K|u2
K +

∑

σ∈E

τσ(Dσu)
2 ≤ 0, (2.27)

One deduces, from (2.27), that uK = 0 for all K ∈ M.
This proves the existence and the uniqueness of the solution (uK)K∈M, of the linear system given by
(2.16)-(2.19), for any {g(yσ), σ ∈ Eext} and {fK , K ∈ M}.
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Step 2 (estimate)
Assume g = 0. Multiply (2.16) by uK , sum over K; then, thanks to (2.17), (2.18), (2.25) and (2.26) one
has

b‖uD‖2
L2(Ω) + ‖uD‖2

D ≤
∑

K∈M

|K|fKuK .

By the Cauchy-Schwarz inequality, this inequality yields

‖uD‖2
D ≤ (

∑

K∈M

|K|u2
K)

1
2 (
∑

K∈M

|K|f2
K)

1
2 ≤ ‖f‖L2(Ω)‖uD‖L2(Ω).

Thanks to the discrete Poincaré inequality (2.5), this yields ‖uD‖D ≤ ‖f‖L2(Ω)diam(Ω), which concludes
the proof of the lemma.

Let us now state a discrete positivity property which is satisfied by the scheme (2.16)-(2.19); this is an
interesting stability property, even though it will not be used in the proofs of the convergence and error
estimate.

Proposition 2.14 Under Assumption 2.10 page 10, let M be an admissible mesh in the sense of Defi-
nition 2.1 page 5, let (fK)K∈M be defined by (2.12). If fK ≥ 0 for all K ∈ M, and g(yσ) ≥ 0, for all
σ ∈ Eext, then the solution (uK)K∈M of (2.16)-(2.19) satisfies uK ≥ 0 for all K ∈ M.

Proof of Proposition 2.14

Assume that fK ≥ 0 for all K ∈ M and g(yσ) ≥ 0 for all σ ∈ Eext. Let a = min{uK ,K ∈ M}. Let K0 be
a control volume such that uK0 = a. Assume first that K0 is an “interior” control volume, in the sense
that EK ⊂ Eint, and that uK0 ≤ 0. Then, from (2.16),

∑

σ∈EK0

FK0,σ +
∑

σ∈EK0

vK0,σuσ,+ ≥ 0; (2.28)

since for any neighbour L of K0 one has uL ≥ uK0 , then, noting that divv ≥ 0, one must have uL = uK0

for any neighbour L of K. Hence, setting B = {K ∈ M, uK = a}, there exists K ∈ B such that
EK 6⊂ Eint, that is K is a control volume “neighbouring the boundary”.
Assume then that K0 is a control volume neighbouring the boundary and that uK0 = a < 0. Then, for
an edge σ ∈ Eext ∩ EK , relations (2.18) and (2.19) yield g(yσ) < 0, which is in contradiction with the
assumption. Hence Proposition 2.14 is proved.

Remark 2.15 This positivity property immediately yields the existence and uniqueness of the solution
of the numerical scheme (2.16)-(2.19), which was proved directly in Lemma 2.13.

2.4 Convergence

Let us now show the convergence of approximate solutions obtained by the above finite volume scheme
when the size of the mesh tends to 0. One uses Lemma 2.13 together with the following compactness
theorem, which is a consequence of the Kolmogorov theorem (see [24] for its proof).

Theorem 2.16 Let Ω be an open bounded set of IRd with a Lipschitz continuous boundary, d ≥ 1, and
{un, n ∈ IN} a bounded sequence of L2(Ω). For n ∈ IN, one defines ũn by ũn = un a.e. on Ω and ũn = 0
a.e. on IRd \ Ω. Assume that there exist C ∈ IR and {hn, n ∈ IN} ⊂ IR+ such that hn → 0 as n → ∞
and

‖ũn(· + η) − ũn‖2
L2(IRd) ≤ C|η|(|η| + hn), ∀n ∈ IN, ∀η ∈ IRd. (2.29)

Then, {un, n ∈ IN} is relatively compact in L2(Ω). Furthermore, if un → u in L2(Ω) as n → ∞, then
u ∈ H1

0 (Ω).
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In order to use Theorem 2.16, one needs the following lemma, which gives an estimate on the translations
of the approximate solutions:

Lemma 2.17 (Estimate on the translations) Let Ω be an open bounded set of IRd, d = 2 or 3. Let
M be an admissible mesh in the sense of Definition 2.1 page 5 and u ∈ HD(Ω) (see Definition 2.5). One
defines ũ by ũ = u a.e. on Ω, and ũ = 0 a.e. on IRd \Ω. Then there exists C > 0, only depending on Ω,
such that

‖ũ(· + η) − ũ‖2
L2(IRd) ≤ ‖u‖2

1,M|η|(|η| + C hD), ∀η ∈ IRd. (2.30)

Proof of Lemma 2.17

For σ ∈ E , define χσ from IRd × IRd to {0, 1} by χσ(x, y) = 1 if [x, y] ∩ σ 6= ∅ and χσ(x, y) = 0 if
[x, y] ∩ σ = ∅.
Let η ∈ IRd, η 6= 0. One has

|ũ(x+ η) − ũ(x)| ≤
∑

σ∈E

χσ(x, x + η)|Dσu|, for a.e. x ∈ Ω

(see Definition 2.5 page 7 for the definition of Dσu).
This gives, using the Cauchy-Schwarz inequality,

|ũ(x+ η) − ũ(x)|2 ≤
∑

σ∈E

χσ(x, x + η)
|Dσu|2
dσcσ

∑

σ∈E

χσ(x, x + η)dσcσ, for a.e. x ∈ IRd, (2.31)

where cσ = |nσ · η
|η| |, and nσ denotes a unit normal vector to σ.

Let us now prove that there exists C > 0, only depending on Ω, such that

∑

σ∈E

χσ(x, x+ η)dσcσ ≤ |η| + C hD, (2.32)

for a.e. x ∈ IRd.

Let x ∈ IRd such that σ ∩ [x, x + η] contains at most one point, for all σ ∈ E , and [x, x + η] does not
contain any vertex of M (proving (2.32) for such points x gives (2.32) for a.e. x ∈ IRd, since η is fixed).
Since Ω is not assumed to be convex, it may happen that the line segment [x, x+ η] is not included in Ω.
In order to deal with this, let y, z ∈ [x, x+ η] such that y 6= z and [y, z] ⊂ Ω; there exist K, L ∈ M such
that y ∈ K and z ∈ L. Hence,

∑

σ∈E

χσ(y, z)dσcσ = |(y1 − z1) ·
η

|η| |,

where y1 = xK or yσ with σ ∈ Eext ∩EK and z1 = xL or yσ̃ with σ̃ ∈ Eext ∩EL, depending on the position
of y and z in K or L respectively.
Since y1 = y + y2, with |y2| ≤ hD, and z1 = z + z2, with |z2| ≤ hD, one has

|(y1 − z1) ·
η

|η| | ≤ |y − z| + |y2| + |z2| ≤ |y − z| + 2 hD

and

∑

σ∈E

χσ(y, z)dσcσ ≤ |y − z| + 2 hD. (2.33)

Note that this yields (2.32) with C = 2 if [x, x+ η] ⊂ Ω.
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Since Ω has a finite number of sides, the line segment [x, x + η] intersects ∂Ω a finite number of times;
hence there exist t1, . . . , tn such that 0 ≤ t1 < t2 < . . . < tn ≤ 1, n ≤ N , where N only depends on Ω
(indeed, it is possible to take N = 2 if Ω is convex and N equal to the number of sides of Ω for a general
Ω) and such that

∑

σ∈E

χσ(x, x+ η)dσcσ =
∑

i=1,n−1
oddi

∑

σ∈E

χσ(xi, xi+1)dσcσ,

with xi = x+ tiη, for i = 1, . . . , n, xi ∈ ∂Ω if ti /∈ {0, 1} and [xi, xi+1] ⊂ Ω if i is odd.
Then, thanks to (2.33) with y = xi and z = xi+1, for i = 1, . . . , n− 1, one has (2.32) with C = 2(N − 1)
(in particular, if Ω is convex, C = 2 is convenient for (2.32) and therefore for (2.30) as we shall see below).

In order to conclude the proof of Lemma 2.17, remark that, for all σ ∈ E ,

∫

IRd

χσ(x, x+ η)dx ≤ |σ|cσ|η|.

Therefore, integrating (2.31) over IRd yields, with (2.32),

‖ũ(· + η) − ũ‖2
L2(IRd) ≤

(∑

σ∈E

|σ|
dσ

|Dσu|2
)
|η|(|η| + C hD).

We are now able to state the convergence theorem.

Theorem 2.18 (Convergence, Dirichlet boundary conditions) Assume items 1, 2, 3 and 4 of As-
sumption 2.10 page 10 and g ∈ H1/2(∂Ω). Let ζ ∈ IR+ and M ∈ IN be given values. Let M be an ad-
missible mesh (in the sense of Definition 2.1 page 5) such that dK,σ ≥ ζdiam(K) for all control volumes
K ∈ M and for all σ ∈ EK, and card(EK) ≤ M for all K ∈ M. Let (uK)K∈M be the solution of the
system given by equations (2.16)-(2.18) and

uσ =
1

|σ|

∫

σ

g(x)dγ(x), ∀σ ∈ Eext. (2.34)

(note that the proofs of existence and uniqueness of (uK)K∈M which were given in Lemma 2.13 page 12
remain valid). Define uM ∈ HD(Ω) by uD(x) = uK for a.e. x ∈ K and for any K ∈ M. Then, uM
converges, in L2(Ω), to the unique variational solution u ∈ H1(Ω) of Problem (2.9), (2.10) as hD → 0.
Furthermore, if g = 0, ‖uM‖1,M converges to ‖u‖H1

0(Ω) as hD → 0.

Remark 2.19
In Theorem 2.18, it is possible to prove convergence results when f(x) (resp. v(x)) is replaced by some
nonlinear function f(x, u(x)), (resp. v(x, u(x)) under adequate assumptions, see [25].

Proof of Theorem 2.18
For the sake of simplicity, we only give here the proof of convergence in the case of homogeneous Dirichlet
boundary conditions, and refer to [24] and [25] for the general case.

Let Y be the set of approximate solutions, that is the set of uD where M is an admissible mesh in the
sense of Definition 2.1 page 5. First, we want to prove that uD tends to the unique solution (in H1

0 (Ω))
to (2.11) as hD → 0.

Thanks to Lemma 2.13 and to the discrete Poincaré inequality (2.5), there exists C1 ∈ IR, only depending
on Ω and f , such that ‖uM‖1,M ≤ C1 and ‖uM‖L2(Ω) ≤ C1 for all uD ∈ Y . Then, thanks to Lemma
2.17 and to the compactness result given in Theorem 2.16 page 13, the set Y is relatively compact in
L2(Ω) and any possible limit (in L2(Ω)) of a sequence (uMn

)n∈IN ⊂ Y (such that hDn)) → 0) belongs to
H1

0 (Ω). Therefore, thanks to the uniqueness of the solution (in H1
0 (Ω)) of (2.11), it is sufficient to prove
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that if (uMn
)n∈IN ⊂ Y converges towards some u ∈ H1

0 (Ω), in L2(Ω), and hDn) → 0 (as n→ ∞), then u
is the solution to (2.11). We prove this result below, omitting the index n, that is assuming uD → u in
L2(Ω) as hD → 0.

Let ψ ∈ C∞
c (Ω) and let hD be small enough so that ψ(x) = 0 if x ∈ K and K ∈ M is such that

∂K ∩ ∂Ω 6= ∅. Taking ϕ = PDpsi in (2.20) (or equivalently multiplying (2.16) by ψ(xK) and summing
the result over K ∈ M) yields

T1 + T2 + T3 = T4, (2.35)

with

T1 = b
∑

K∈M

|K|uKψ(xK),

T2 = −
∑

K∈M

∑

L∈NK

τσKL
(uL − uK)ψ(xK),

T3 =
∑

K∈M

∑

σ∈EK

vK,σuσ,+ψ(xK),

T4 =
∑

K∈M

|K|ψ(xK)fK .

First remark that, since uM tends to u in L2(Ω),

T1 → b

∫

Ω

u(x)ψ(x)dx as hD → 0.

Similarly,

T4 →
∫

Ω

f(x)ψ(x)dx as hD → 0.

Let us now turn to the study of T2;

T2 = −
∑

σKL∈Eint

τσKL
(uL − uK)(ψ(xK ) − ψ(xL)).

Consider the following auxiliary expression:

T ′
2 =

∫

Ω

uM(x)∆ψ(x)dx

=
∑

K∈M

uK

∫

K

∆ψ(x)dx

=
∑

σKL∈Eint

(uK − uL)

∫

σKL

∇ψ(x) · nK,Ldγ(x).

Since uM converges to u in L2(Ω), it is clear that T ′
2 tends to

∫

Ω

u(x)∆ψ(x) dx as hD tends to 0.

Define

RK,L =
1

|σKL|

∫

σKL

∇ψ(x) · nK,Ldγ(x) − ψ(xL) − ψ(xK)

dσKL

,

where nK,L denotes the unit normal vector to σKL, outward to K, then
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|T2 + T ′
2| = |

∑

σKL∈Eint

|σKL|(uK − uL)RK,L|

≤
[ ∑

σKL∈Eint

|σKL|
(uK − uL)2

dσKL

∑

σKL∈Eint

|σKL|dσKL
(RK,L)2

]1/2

,

Regularity properties of the function ψ give the existence of C2 ∈ IR, only depending on ψ, such that
|RK,L| ≤ C2hD. Therefore, since ∑

σKL∈Eint

|σKL|dσKL
≤ d|Ω|,

from Estimate (2.22), we conclude that T2 + T ′
2 → 0 as hD → 0.

Let us now show that T3 tends to −
∫
Ω v(x)u(x)∇ψ(x)dx as hD → 0. Let us decompose T3 = T ′

3 + T ′′
3

where

T ′
3 =

∑

K∈M

∑

σ∈EK

vK,σ(uσ,+ − uK)ψ(xK)

and

T ′′
3 =

∑

K∈M

∑

σ∈EK

vK,σuKψ(xK) =

∫

Ω

divv(x)uD(x)ψD(x)dx,

where ψD is defined by ψD(x) = ψ(xK) if x ∈ K, K ∈ M. Since uD → u and ψD → ψ in L2(Ω) as
hD → 0 (indeed, ψD → ψ uniformly on Ω as hD → 0) and since divv ∈ L∞(Ω), one has

T ′′
3 →

∫

Ω

divv(x)u(x)ψ(x)dx as hD → 0.

Let us now rewrite T ′
3 as T ′

3 = T ′′′
3 + r3 with

T ′′′
3 =

∑

K∈M

∑

σ∈EK

(uσ,+ − uK)

∫

σ

v(x) · nK,σψ(x)dγ(x)

and

r3 =
∑

K∈M

∑

σ∈EK

(uσ,+ − uK)

∫

σ

v(x) · nK,σ(ψ(xK) − ψ(x))dγ(x).

Thanks to the regularity of v and ψ, there exists C3 only depending on v and ψ such that

|r3| ≤ C3hD
∑

σKL∈Eint

|uK − uL||σKL|,

which yields, with the Cauchy-Schwarz inequality,

|r3| ≤ C3hD(
∑

σKL∈Eint

τσKL
|uK − uL|2)

1
2 (

∑

σKL∈Eint

|σKL|dσKL
)

1
2 ,

from which one deduces, with Estimate (2.22), that r3 → 0 as hD → 0.
Next, remark that

T ′′′
3 = −

∑

K∈M

uK

∑

σ∈EK

∫

σ

v(x) · nK,σψ(x)dγ(x) = −
∑

K∈M

uK

∫

K

div(v(x)ψ(x))dx.

This implies (since uD → u in L2(Ω)) that T ′′′
3 → −

∫
Ω div(v(x)ψ(x))u(x)dx, so that T ′

3 has the same
limit and T3 → −

∫
Ω

v(x) · ∇ψ(x)u(x)dx.

Hence, letting hD → 0 in (2.35) yields that the function u ∈ H1
0 (Ω) satisfies
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∫

Ω

(
bu(x)ψ(x) − u(x)∆ψ(x) − v(x)u(x)∇ψ(x) − f(x)ψ(x)

)
dx = 0, ∀ψ ∈ C∞

c (Ω),

which, in turn, yields (2.11) thanks to the fact that u ∈ H1
0 (Ω), and to the density of C∞

c (Ω) in H1
0 (Ω).

This concludes the proof of uD → u in L2(Ω) as hD → 0, where u is the unique solution (in H1
0 (Ω)) to

(2.11).

S Let us now prove that ‖uD‖1,M tends to ‖u‖H1
0(Ω) in the pure diffusion case, i.e. assuming b = 0 and

v = 0. Since

‖uD‖2
1,M =

∫

Ω

fD(x)uD(x)dx →
∫

Ω

f(x)u(x)dx as hD → 0,

where fD is defined from Ω to IR by fD(x) = fK a.e. on K for all K ∈ M, it is easily seen that

‖uD‖2
1,M →

∫

Ω

f(x)u(x)dx = ‖u‖2
H1

0(Ω) as hD → 0.

This concludes the proof of Theorem 2.18.

Note that above convergence result (and more particularly the convergence proof of T2) also yield the
following result, which will be used for the Stokes problem in Chapter 4.

Lemma 2.20 Let (D(m))m∈IN be a sequence of admissible discretizations of Ω in the sense of definition
2.1, such that lim

m→∞
hDm) = 0. Let us assume that there exists C > 0 and a sequence (u(m))m∈IN such

that u(m) ∈ HD(m)(Ω) and ‖u(m)‖Dm
≤ C for all m ∈ IN.

Then, there exists u ∈ H1
0 (Ω) and a subsequence of (u(m))m∈IN, again denoted (u(m))m∈IN, such that:

1. the sequence (u(m))m∈IN converges in L2(Ω) to u as m→ +∞,

2. for all ϕ ∈ C∞
c (Ω), we have

lim
m→+∞

[u(m), PDm
ϕ]Dm

=

∫

Ω

∇u(x) · ∇ϕ(x)δx, (2.36)

Remark 2.21 (Consistency for the adjoint operator) The proof of Theorem 2.18 uses the property
of consistency of the (diffusion) fluxes on the test functions. This property consists in writing the
consistency of the fluxes for the adjoint operator to the discretized Dirichlet operator. This consistency is
achieved thanks to that of fluxes for the discretized Dirichlet operator and to the fact that this operator
is self adjoint. In fact, any discretization of the Dirichlet operator giving “L2-stability” and consistency
of fluxes on its adjoint, yields a convergence result. On the contrary, the error estimates proved in Section
2.5 directly use the consistency for the discretized Dirichlet operator itself.

2.5 Error estimate

Theorem 2.22 Under Assumption 2.10 page 10, let D = (M, E ,P) be an admissible discretization
as defined in Definition 2.1 page 5 and uD ∈ HD (see Definition 2.5 page 7) be defined a.e.in Ω by
uD(x) = uK for a.e. x ∈ K, for all K ∈ M, where (uK)K∈M is the solution to (2.16)-(2.19). Assume
that the unique variational solution u of Problem (2.9)-(2.10) satisfies u ∈ C2(Ω). Let, for each K ∈ M,
eK = u(xK) − uK , and eD ∈ HD defined by eD(x) = eK for a.e. x ∈ K, for all K ∈ M.
Then, there exists C > 0 only depending on u, v and Ω such that

‖eD‖D ≤ ChD, (2.37)

where ‖ · ‖M is the discrete H1
0 norm defined in Definition 2.5,
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‖eD‖L2(Ω) ≤ ChD (2.38)

and

∑

σ∈Eint
σ=σKL

|σ|dσ

(uL − uK

dσ
− 1

|σ|

∫

σ

∇u(x) · nK,σdγ(x)
)2

+

∑

σ∈Eext

σ∈K∩∂Ω

|σ|dσ

(g(yσ) − uK

dσ
− 1

|σ|

∫

σ

∇u(x) · nK,σdγ(x)
)2

≤ Ch2
D.

(2.39)

Remark 2.23

1. Inequality (2.37) (resp. (2.38)) yields an estimate of order 1 for the discrete H1
0 norm (resp. L2

norm) of the error on the solution. Note also that, since u ∈ C1(Ω), one deduces, from (2.38), the
existence of C only depending on u and Ω such that ‖u− uD‖L2(Ω) ≤ ChD. Inequality (2.39) may
be seen as an estimate of order 1 for the L2 norm of the flux.

2. The proof of Theorem 2.22 given below is close to that of error estimates for finite element schemes
in the sense that it uses the coerciveness of the operator (the discrete Poincaré inequality) instead
of the discrete maximum principle of Proposition 2.14 page 13 (which is used for error estimates
with finite difference schemes).

3. A similar result holds if u is assumed to be in H2(Ω) instead of C2(Ω), with some minor additional
assumption on the mesh. The proof is similar to the one given below, except for the consistency
part, which is a bit more technical. We refer to [24] of [41], where other boundary conditions are
also considered.

Proof of Theorem 2.22

Let uD ∈ HD be defined a.e. in Ω by uD(x) = uK for a.e. x ∈ K, for all K ∈ M, where (uK)K∈M is the
solution to (2.16)-(2.19). Let us write the flux balance for any K ∈ M;

∑

σ∈EK

(
FK,σ + V K,σ

)
+ b

∫

K

u(x)dx =

∫

K

f(x)dx, (2.40)

where FK,σ = −
∫
σ ∇u(x) ·nK,σdγ(x), and V K,σ =

∫
σ u(x)v(x) ·nK,σdγ(x) are respectively the diffusion

and convection fluxes through σ outward to K.
Let F ⋆

K,σ and V ⋆
K,σ be defined by

F ⋆
K,σ = −τσKL

(u(xL) − u(xK)), ∀σ = σKL ∈ EK ∩ Eint, ∀K ∈ M,

F ⋆
K,σd(xK , σ) = −|σ|(u(yσ) − u(xK)), ∀σ ∈ EK ∩ Eext, ∀K ∈ M,

V ⋆
K,σ = vK,σu(xσ,+), ∀σ ∈ EK , ∀K ∈ M,

where xσ,+ = xK (resp. xL) if σ ∈ Eint, σ = σKL and vK,σ ≥ 0 (resp. vK,σ ≤ 0) and xσ,+ = xK (resp.
yσ) if σ = EK ∩ Eext and vK,σ ≥ 0 (resp. vK,σ ≤ 0). Then, the consistency error on the diffusion and
convection fluxes may be defined as

RK,σ =
1

|σ| (FK,σ − F ⋆
K,σ), (2.41)

rK,σ =
1

|σ| (V K,σ − V ⋆
K,σ), (2.42)
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Thanks to the regularity of u and v, there exists C1 ∈ IR, only depending on u and v, such that
|RK,σ| + |rK,σ | ≤ C1hD for any K ∈ M and σ ∈ EK . For K ∈ M, let

ρK = u(xK) − (1/|K|)
∫

K

u(x)dx,

so that |ρK | ≤ C2hD with some C2 ∈ IR+ only depending on u.

Subs tract (2.16) to (2.40); thanks to (2.41) and (2.42), one has

∑

σ∈EK

(
GK,σ +WK,σ

)
+ b|K|eK = b|K|ρK −

∑

σ∈EK

|σ|(RK,σ + rK,σ), (2.43)

where

GK,σ = F ⋆
K,σ − FK,σ is such that

GK,σ = −τσKL
(eL − eK), ∀K ∈ M, ∀σ ∈ EK ∩ Eint, σ = σKL,

GK,σd(xK , σ) = |σ|eK , ∀K ∈ M, ∀σ ∈ EK ∩ Eext,

with eK = u(xK) − uK , and WK,σ = V ⋆
K,σ − VK,σ = vK,σ(u(xσ,+) − uσ,+)

Multiply (2.43) by eK , sum for K ∈ M, and note that

∑

K∈M

∑

σ∈EK

GK,σeK =
∑

σ∈E

|Dσe|2
|σ|
dσ

= ‖e‖2
1,M.

Hence

‖eD‖2
1,M +

∑

K∈M

∑

σ∈EK

vK,σeσ,+eK + b‖eD‖2
L2(Ω) ≤ b

∑

K∈M

|K|ρKeK −
∑

K∈M

∑

σ∈EK

|σ|(RK,σ + rK,σ)eK , (2.44)

where
eD ∈ HD, eD(x) = eK for a.e. x ∈ K and for all K ∈ M,
|Dσe| = |eK − eL|, if σ ∈ Eint, σ = σKL, |Dσe| = |eK |, if σ ∈ EK ∩ Eext,
eσ,+ = u(xσ,+) − uσ,+.
By Young’s inequality, the first term of the left hand side satisfies:

|
∑

K∈M

|K|ρKeK | ≤ 1

2
‖eD‖2

L2(Ω) +
1

2
C2

2 (hD)2 |Ω|. (2.45)

Thanks to the assumption divv ≥ 0, one obtains, through a computation similar to (2.25)-(2.26) page 12
that ∑

K∈M

∑

σ∈EK

vK,σeσ,+eK ≥ 0.

Hence, (2.44) and (2.45) yield that there exists C3 only depending on u, b and Ω such that

‖eD‖2
1,M +

1

2
b‖eD‖2

L2(Ω) ≤ C3(hD)2 −
∑

K∈M

∑

σ∈EK

|σ|(RK,σ + rK,σ)eK , (2.46)

Thanks to the property of conservativity, one has RK,σ = −RL,σ and rK,σ = −rL,σ for σ ∈ Eint such that
σ = σKL. Let Rσ = |RK,σ| and rσ = |rK,σ | if σ ∈ EK . Reordering the summation over the edges and
from the Cauchy-Schwarz inequality, one then obtains



21

|
∑

K∈M

∑

σ∈EK

|σ|(RK,σ + rK,σ)eK | ≤
∑

σ∈E

|σ|(Dσe)(Rσ + rσ) ≤
(∑

σ∈E

|σ|
dσ

(Dσe)
2
) 1

2
(∑

σ∈E

|σ|dσ(Rσ + rσ)2
) 1

2

.
(2.47)

Now, since |Rσ + rσ| ≤ C1hD and since
∑

σ∈E

|σ|dσ = d

vertΩ|, (2.46) and (2.47) yield the existence of C4 ∈ IR+ only depending on u,v and Ω such that

‖eD‖2
1,M +

1

2
b‖eD‖2

L2(Ω) ≤ C3(hD)2 + C4hD‖e‖1,M.

Using again Young’s inequality, there exists C5 only depending on u, v, b and Ω such that

‖eD‖2
1,M + b‖eD‖2

L2(Ω) ≤ C5(hD)2. (2.48)

This inequality yields Estimate (2.37) and, in the case b > 0, Estimate (2.38). In the case where b = 0,
one uses the discrete Poincaré inequality (2.5) and the inequality (2.48) to obtain

‖eD‖2
L2(Ω) ≤ diam(Ω)2C5(hD)2,

which yields (2.38).

Remark now that (2.37) can be written

∑

σ∈Eint
σ=σKL

|σ|dσ

(uL − uK

dσ
− u(xL) − u(xK)

dσ

)2

+

∑

σ∈Eext

σ∈K∩∂Ω

|σ|dσ

(g(yσ) − uK

dσ
− u(yσ) − u(xK)

dσ

)2

≤ (ChD)2.
(2.49)

From Definition (2.41) and the consistency of the fluxes, one has

∑

σ∈Eint
σ=σKL

|σ|dσ

(u(xL) − u(xK)

dσ
− 1

|σ|

∫

σ

∇u(x) · nK,σdγ(x)
)2

+

∑

σ∈Eext

σ∈K∩∂Ω

|σ|dσ

(u(yσ) − u(xK)

dσ
− 1

|σ|

∫

σ

∇u(x) · nK,σdγ(x)
)2

=

∑

σ∈E

|σ|dσR
2
σ ≤ d

vertΩ|C2
1 (hD)2.

(2.50)

Then (2.49) and (2.50) give (2.39).



Chapter 3

Discretization of the gradient,

anisotropic diffusion problems

Most of the notions presented in this chapter are studied in a joint work with Robert Eymard and Thierry
Gallouët, which is submitted for publication [28].

3.1 Introduction

The approximation of convection diffusion problems in anisotropic media is an important issue in several
engineering fields. Let us briefly review four particular situations where the discretization of a non
diagonal second order operator is required:

1. In the case of a contaminant transported by a one-phase flow, one must account for the diffusion-
dispersion operator div(Λ∇u), where the matrix Λ(x) = λ(x)Id + µ(x)q(x) · q(x)t depends on
the space variable x and q(x) is the velocity of the fluid flow in the porous medium. The real
parameter λ(x) corresponds to a resulting isotropic diffusion term, including dispersion in the
directions orthogonal to the flow, and the real parameter µ(x) to an additional diffusion in the
direction of the flow [14]. The term q(x) is then given by q(x) = K(x)∇p(x), where p(x) is a
pressure and K(x) another non diagonal matrix (the absolute permeability matrix, depending on
the geological layers), and satisfies the incompressibility equation divq(x) = 0. In this coupled
problem, one must simultaneously compute this pressure and the contaminant concentration u(x).

2. In the study of under saturated flows in porous media (for example, air-water flows), two equations of
conservation have to be solved, associated with two unknowns, pressure and saturation. These equa-
tions include nonlinear hyperbolic and degenerate parabolic terms with respect to the saturation
unknown. As in the preceding case, one must discretize such terms as divq(x) = div(K(x)∇p(x)),
where again K(x) is a non diagonal matrix depending on the geological layers.

3. In the case of the compressible Navier-Stokes equations, one has to discretize the viscous forces
operator, which can be written under the form a∆u + b∇divu (a and b are deduced from the
dynamic viscosity coefficients and u is the fluid velocity). In this problem, the term ∇divu involves
all the cross derivatives ∂2

iju.

4. Some problems arising in financial mathematics lead to anisotropic diffusion equations in high-
dimensional domains (dimension equal to 5 or more for example). Under some assumptions on
financial markets [54], the price of a European or an American option is obtained by solving a
linear or nonlinear partial differential equation, involving the second order anisotropic diffusion
matrix Λ = ΣΣt, where Σ is a real matrix.

22
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All these cases involve a term under the form div(Λ∇u), where Λ is a (generally) non diagonal matrix
depending on the space variable and u is a function of the space variable in steady problems, and of
the space and time variables in transient problems. Finite element schemes are known to allow for an
easy discretization of such a term on triangular or tetrahedral meshes [65]. However, in engineering
situations such as the ones described above, one also has to discretize convection and reaction terms,
and avoid numerical instabilities. Unfortunately, finite element methods (and more generally centered
schemes) are known to generate instabilities on coarse grids, although some cures may be proposed, see
[38; 3]; therefore a great many numerical codes [1; 2; 38; 52; 53] use finite volume or finite volume - finite
element type schemes, which allow the implementation of discretization techniques (such as the classical
upwind schemes) which prevent the apparition of instabilities. Let us also note that finite volume schemes
are known for their simplicity of implementation, particularly so when discretizing coupled systems of
equations of various nature.

Besides, we saw in the previous chapter that finite volume methods are well suited and convergent for a
convection diffusion equation in the case where Λ(x) = λ(x) Id. But the situation is quite different in the
case where the condition Λ(x) = λ(x) Id no longer holds: only few of the actual discretization methods
used for handling non diagonal second order terms on finite volume grids meet a full mathematical
analysis of stability or convergence. Let us briefly review some of them. A first one consists in adapting
the above orthogonality condition by stating that the line joining two cell centres is orthogonal to the
interface between the two cells with respect to the dot product induced by the matrix Λ−1 (see [48] and
[24] section 11 page 815). In the case of triangular grids, this yields a well defined scheme under some
restriction on the allowed anisotropy for a given geometry, since the cell centre may be chosen as the
intersection of the orthogonal bisectors of the triangle for the metric defined by Λ−1. However, on meshes
other than triangular, the scheme is not easily defined anymore, since there is no straightforward way to
find the cell points satisfying the Λ−1 orthogonality property. Another method consists in defining the
finite volume method as a dual method to a finite element one (for example, a P1 finite element [14] or
a Crouzeix-Raviart one, see e.g. [35]).

Another possibility to derive a finite volume scheme on problems including anisotropic diffusion is to
construct a local discrete gradient, allowing to get, at each edge σ of the mesh, a consistent approximate
value for the flux

∫
σ
(Λ(x)∇u(x)) · nσdγ(x) involved in the finite volume scheme (nσ is a unit vector

normal to the edge σ, and dγ(x) is the d−1 Lebesgue measure on the edge σ ). In two space dimensions,
such a scheme was introduced in [18] on arbitrary meshes, but the proof of convergence was only possible
on meshes close to parallelograms. Still in 2D, a technique using dual meshes is introduced in [50; 21],
which generalises the idea of [59; 51] for div-curl problems to meshes with no orthogonality conditions;
however the use of a dual mesh renders the scheme computationally expensive; moreover it does not seem
to be easily extended to 3D. In [26], we used Raviart-Thomas shape functions, generalised to the case of
any admissible mesh (again in the sense precised of [24], see also Definition 2.1 below), in order to define
a discrete gradient for piecewise constant functions. The strong convergence of this discrete gradient was
then shown in the case of the elliptic equation −∆u = f . A drawback of this definition was the difficulty
to find an approximation of these generalised shape functions in other cases than triangles or rectangles.

We therefore propose in this paper a new cheap and simple method of constructing a discrete gradient
for a piecewise constant function, on arbitrary admissible meshes in any space dimension (this method
has been first introduced in [27]). We prove that the discrete gradients of any sequence of piecewise
constant functions converging to some u ∈ H1

0 (Ω) weakly converges to ∇u in L2(Ω). Moreover, the
discrete gradient is shown to be consistent, in the sense that it satisfies a strong convergence property on
the interpolation of regular function. In order to show the efficiency of this approximation method, we
use this discrete gradient to design a scheme for the approximation of the weak solution ū of the following
diffusion problem with full anisotropic tensor:

{
−div(Λ∇ū) = f in Ω,
ū = 0 on ∂Ω,

(3.1)
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under the following assumptions:

Ω is an open bounded connected polygonal subset of IRd, d ∈ IN⋆, (3.2)





Λ is a measurable function from Ω to Md(IR),
where Md(IR) denotes the set of d× d matrices,
such that for a.e. x ∈ Ω,Λ(x) is symmetric,
and the set of its eigenvalues is included in [α(x), β(x)]
where α, β ∈ L∞(Ω) are such that

0 < α0 ≤ α(x) ≤ β(x) for a.e. x ∈ Ω,

(3.3)

and
f ∈ L2(Ω). (3.4)

We give the classical weak formulation in the following definition.

Definition 3.1 (Weak solution) Under hypotheses (3.2)-(3.4), we say that ū is a weak solution of
(3.1) if 




ū ∈ H1
0 (Ω),∫

Ω

Λ(x)∇ū(x) · ∇v(x)dx =

∫

Ω

f(x)v(x)dx, ∀v ∈ H1
0 (Ω).

(3.5)

Remark 3.2 For the sake of clarity, we restrict ourselves here to the numerical analysis of Problem
(3.1), however, the present analysis readily extends to convection-diffusion-reaction problems and coupled
problems. Indeed, we emphasise that proofs of convergence or error estimate can easily be adapted to such
situations, since the discretization methods of all these terms are independent of one another, and the
treatment of convection and reaction term is well-known (see [41] or [24]).

3.2 A discrete gradient

We present in this section a method for the approximation of the gradient of piecewise constant functions,
in the case of grids satisfying some orthogonality condition as defined below.

3.2.1 Discrete functional setting

We shall work here with admissible discretizations in the sense of Definition 2.1 page 5 (see Figure 2.1
page 6), for which we need some additional notions: first present the following notion of admissible
discretization, which is taken in [24]. The notations are summarised in Figure 2.1 for the particular case
d = 2 (we recall that the case d ≥ 3 is considered as well).

Definition 3.3 (Regularity of the mesh) Let Ω be an open bounded polygonal subset of IRd, and let
D = (M, E ,P) be an admissible discretization of Ω in the sense of Definition 2.1 page 5. Then, for all
K ∈ M and σ ∈ EK , let:

DK,σ = {txK + (1 − t)y, t ∈ (0, 1), y ∈ σ},
For all σ ∈ Eint, let K,L ∈ M be such that σ = σKL, let Dσ = DK,σ ∪DL,σ.
For all σ ∈ Eext, let K ∈ M be such that σ ∈ EK ; let Dσ = DK,σ.
For all σ ∈ E, let

xσ =
1

|σ|

∫

σ

x dγ(x). (3.6)

Finally let us define the regularity of the mesh D by the function θD defined by

θD = inf

{
dK,σ

diam(K)
,K ∈ M, σ ∈ EK

}
. (3.7)
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Using the same notations as in Chapter 2, we define, for (u, v) ∈ (HD)2 and for any function α ∈ L∞(Ω),
the following symmetric bilinear form:

[u, v]D,α =
∑

σKL∈Eint

τσKL
ασKL

(uL − uK)(vL − vK) +
∑

K∈M

∑

σ∈EK,ext

τK,σασuKvK , (3.8)

where we set

ασ =
1

|Dσ|

∫

Dσ

α(x)dx, ∀σ ∈ E . (3.9)

Remark 3.4 One could also take, for ασ, the harmonic averaging of the values in K and L when
σ = σKL.

Note that,

([u, u]D,1)
1/2 = ‖u‖D

(where 1 denotes the constant function equal to 1), thanks to the discrete Poincaré inequality (2.7) page 8.
Let us now give a relative compactness result, which is also partly stated in some other papers concerning
finite volume methods [24; 49; 29], and which is useful in the proof of convergence.

Lemma 3.5 (Relative compactness in L2(Ω)) Let Ω be an open bounded connected polygonal subset
of IRd, d ∈ IN⋆ and let (Dn, un)n∈IN be a sequence such that, for all n ∈ IN, Dn is an admissible finite
volume discretization of Ω in the sense of Definition 3.3 and un ∈ HDn

(Ω) (cf Definition 3.6). Let us
assume that limn→∞ hDn

= 0, and that there exists C1 > 0 such that ‖un‖Dn
≤ C1 , for all n ∈ IN.

Then there exists a subsequence of (Dn, un)n∈IN, again denoted (Dn, un)n∈IN, and ū ∈ H1
0 (Ω) such that

un tends to ū in L2(Ω) as n→ +∞, and the inequality

∫

Ω

|∇ū(x)|2dx ≤ lim inf
n→∞

‖un‖2
Dn

(3.10)

holds. Moreover, for all function α ∈ L∞(Ω), we have

lim
n→∞

[un, PDn
ϕ]Dn,α =

∫

Ω

α(x)∇ū(x) · ∇ϕ(x)dx, ∀ϕ ∈ C∞
c (Ω). (3.11)

The proof of (3.11) is similar to the that of Lemma 2.20, that is, the term T2 in the proof of Theorem
2.18 page 15. The proof or (3.10) can be seen in [49; 29].

3.2.2 Definition of a discrete gradient

We now define a discrete gradient for piecewise constant functions on an admissible discretization.

Definition 3.6 (Discrete gradient) Let Ω be an open bounded connected polygonal subset of IRd, d ∈
IN⋆. Let D = (M, E ,P) be an admissible finite volume discretization of Ω in the sense of Definition 3.3.
The main idea of the definition of our discrete gradient is to remark that for any vector v ∈ IRd and any
point x0 ∈ IRd, one has:

v =
1

|K|
∑

σ∈EK

|σ|(xσ − x0) (nK,σ · v), ∀K ∈ M, ∀x0 ∈ IRd, ∀v ∈ IRd. (3.12)

Hence, if we know the outward normal gradient ϕK,σ = ∇w · n of a given function along the edges of a
control volume K, we may then reconstruct the whole gradient as:

∇w =
1

|K|
∑

σ∈EK

|σ|(xσ − x0) ϕK,σ.
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Note that for this reconstruction, one may use any point x0 of the cell K. However, in order to obtain a
property of weak convergence of the discrete gradient, which will be crucial when using the discrete gradient
for anisotropic problems, we need some consistency of the discrete gradient applied to test functions; this
consistency holds if one chooses for x0 a point xK satisfying the usual orthogonality conditions, as we
shall see later. Hence we define, for all K ∈ M, for all L ∈ NK , the following (vector) coefficients:

AK,L = τσKL
(xσKL

− xK), (3.13)

and for all σ ∈ EK,ext, we define
AK,σ = τσ(xσ − xK). (3.14)

and the discrete gradient ∇D : HD → Hd
D, for any u ∈ HD, by:





∇Du(x) = (∇Du)K

=
1

|K|


 ∑

L∈NK

AK,L (uL − uK) −
∑

σ∈EK,ext

AK,σ uK


 ,

for a.e. x ∈ K, ∀K ∈ M.

(3.15)

Let us first state a bound for the L2(Ω)d norm of the discrete gradient of any element of HD, with respect
to the HD norm of this element. We refer to [28] for the proof of this result.

Lemma 3.7 (Bound for ∇Du) Let Ω be an open bounded connected polygonal subset of IRd, d ∈ IN⋆,
let D be an admissible finite volume discretization of Ω in the sense of Definition 3.3 and let θ ∈ (0, θD].
Then, there exists C2 , only depending on d and θ, such that, for all u ∈ HD:

‖∇Du‖L2(Ω)d ≤ C2 ‖u‖D. (3.16)

We now state a weak convergence property for the discrete gradient. We again refer to [28] for the proof.

Lemma 3.8 (Weak convergence of the discrete gradient)
Let Ω be an open bounded connected polygonal subset of IRd, d ∈ IN⋆, let D be an admissible finite volume
discretization of Ω in the sense of Definition 3.3. We assume that there exist uD ∈ HD and a function
ū ∈ H1

0 (Ω) such that uD tends to ū in L2(Ω) as hD tends to 0 while ‖uD‖D remains bounded. Then
∇DuD weakly tends to ∇ū in L2(Ω)d as hD → 0.

We now study, for a regular function ϕ, the strong convergence of the discrete gradient ∇DPDϕ to ∇ϕ.
This is in fact a consistency property, which uses the identity (3.12).

Lemma 3.9 (Consistency property of the discrete gradient) Let Ω be an open bounded connected
polygonal subset of IRd, d ∈ IN⋆, let D be an admissible finite volume discretization in the sense of
Definition 3.3 and let θ ∈ (0, θD]. Let ū ∈ C2(Ω) be such that ū = 0 on the boundary of Ω. Then, there
exists C3 , only depending on Ω, θ and ū, such that:

‖∇DPDū−∇ū‖L2(Ω)d ≤ C3 hD. (3.17)

(Recall that PD is defined by (2.3) and ∇D in Definition 3.6.)

Remark 3.10 (Choice of the points xK and xσ) Note that in the proof of Lemma 3.8, one is free
to choose any point lying on σKL instead of xσKL

in the definition of the coefficients AK,L. However, we
need this choice in the proof of the strong consistency of the discrete gradient (Lemma 3.9). Conversely,
in the proof of Lemma 3.9, we could take any point of K instead of xK in the definition of AK,L. However,
the choice of xK is crucial in the proof of Lemma 3.8: indeed, one needs the property of consistency of
the normal flux, which follows from the fact that nK,L = xL−xK

dσKL

.
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Let us end this section on the discrete gradient by stating a convergence property which allows the proof
of convergence of the discrete gradient of the solution to the “classical” finite volume scheme presented
in Chapter 2, in the case of the Laplace equation.

Lemma 3.11 (A sufficient condition for the strong convergence of the discrete gradient)
Let Ω be an open bounded connected polygonal subset of IRd, d ∈ IN⋆, let θ > 0 and let D be an admissible
finite volume discretizations in the sense of Definition 3.3, such that θD ≥ θ. Assume that there exists
a function uD ∈ HD and a function ū ∈ H1

0 (Ω) such that uD tends to ū in L2(Ω) as hD tend to 0.
Assume also that there exists a function α ∈ L∞(Ω) and α0 > 0 such that α(x) ≥ α0 for a.e. x ∈ Ω
and [uD, uD]D,α tends to

∫
Ω α(x)∇ū(x)2dx as hD tends to 0. Then ∇DuD tends to ∇ū in L2(Ω)d as hD

tends to 0.

Again, we refer to [28] for the details of the proof of this result. Let us mention that it is a consequence of
the bound on the gradient obtained in Lemma 3.7, and of the relative compactness in L2 (Lemma (3.5)).

Remark 3.12 Note that the proof of Lemma 3.11 does not use the weak convergence of the discrete
gradient, and therefore any point of K can be taken instead of xK in the definition of the coefficients
AK,L. We thus find that the average value in K of the gradient defined in [26] is also strongly convergent
(the average of this gradient, defined by the generalized Raviart-Thomas basis functions, is obtained by
replacing xK by the barycenter of K in the definition of AK,L). Note that the drawback of the generali-
sation of the Raviart-Thomas basis was the difficulty for computing approximate values of the gradients.
This drawback no longer exists for an averaged gradient. Nevertheless, the properties of convergence of
the finite volume method shown here for non isotropic problems are only proven for the choice (3.13) in
the definition of AK,L, and not for the Raviart-Thomas basis.

3.3 Discretization of anisotropic problems

3.3.1 The finite volume scheme

Under hypotheses (3.2)-(3.4), let D be an admissible discretization of Ω in the sense of Definition 3.3.
The finite volume approximation to Problem (3.1) is given as the solution of the following equation:





uD ∈ HD,∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇Dv(x)dx + [uD, v]D,α =

∫

Ω

f(x)v(x)dx, ∀v ∈ HD,
(3.18)

denoting by Id the identity application of IRd. The existence and the uniqueness of the solution uD to
(3.18) will be stated in Lemma 3.14. Note that in this formulation, we use the discrete gradient on part
of the the operator only, while on a homogeneous part, we write the usual cell centred scheme. This
needs to be done in order to obtain the stability of the scheme, that is some a priori estimate on the
discrete solution. If we take α = 0 in (3.18), we are no longer able to prove the discrete H1 estimate
(3.23) below. Taking for v the characteristic function of a control volume K in (3.18), we may note that
Equation (3.18) is equivalent to finding the values (uK)K∈M (we again denote uK instead of (uD)K),
solution of the following system of equations:

∑

L∈NK

FKL +
∑

σ∈EK,ext

FKσ =

∫

K

f(x)dx, ∀K ∈ M, (3.19)

where

FKL = τσKL
ασKL

(uK − uL) +
({

ΛLALK · ∇DuL − ΛKAKL · ∇DuK

)
∀σKL ∈ Eint, (3.20)

and
FKσ = τKσασuK + ΛKAKσ · ∇DuK ∀σ ∈ EK,ext. (3.21)
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In (3.20) and (3.21), the matrices (ΛK)K∈M are defined by:

Λ
(ij)
K =

1

|K|

∫

K

(Λ(x) − α(x)Id)e(i) · e(j)dx, i = 1, . . . , d, j = 1, . . . , d. (3.22)

On can then complete the discrete expressions of FKL and FKσ using Definition 3.6 for AKL AKσ, and
∇DuK for all K ∈ M, L ∈ NK and σ ∈ EK .
This is indeed a finite volume scheme, since

FKL = −FLK , ∀σKL ∈ Eint.

The existence of a solution to (3.18) will be proven below.

3.3.2 Discrete H
1(Ω) estimate

We now prove the following estimate:

Lemma 3.13 [Discrete H1 estimate] Under hypotheses (3.2)-(3.4), let D be an admissible discretiza-
tion of Ω in the sense of Definition 3.3. Let u ∈ HD be a solution to (3.18). Then the following inequalities
hold:

α0‖u‖D ≤ diam(Ω)‖f‖(L2(Ω))2 , (3.23)

Proof We apply (3.18) setting v = u . We get

∫

Ω

(Λ(x) − α(x)Id)∇Du(x) · ∇Du(x)dx+ [u, u]D,α =

∫

Ω

f(x)u(x)dx,

which implies

α0[u, u]D ≤
∫

Ω

f(x)u(x)dx.

Then the conclusion follows from the discrete Poincaré inequality (2.7).
We can now state the existence and the uniqueness of a discrete solution to (3.18).

Corollary 3.14 [Existence and uniqueness of a solution to the finite volume scheme] Under
hypotheses (3.2)-(3.4), let D be an admissible discretization of Ω in the sense of Definition 3.3. Then
there exists a unique uD solution to (3.18).

Proof System (3.18) is a linear system. Assume that f = 0. From the discrete Poincaré inequality
(2.7), we get that u = 0. This proves that the linear system (3.18) is invertible.

3.3.3 Convergence

We have the following result, which states the convergence of the scheme (3.18).

Theorem 3.15 [Convergence of the finite volume scheme] Under hypotheses (3.2)-(3.4), let D
be an admissible discretization of Ω in the sense of Definition 3.3. Let uD ∈ HD(Ω) be the solution to
(3.18). Then

• uD converges in L2(Ω) to ū, weak solution of Problem (3.1) in the sense of Definition 4.6,

• the discrete gradient ∇DuD converges in L2(Ω)d to ∇ū,

as hD tends to 0, under the condition that there exists θ > 0 with θD ≥ θ.
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Proof We consider a sequence of admissible discretizations (Dn)n∈IN such that hDn
tend to 0 as n→ ∞

under the condition that there exists θ > 0 with θDn
≥ θ for all n ∈ IN. Thanks to Lemma 3.13, we can

apply the compactness result (3.5), which gives the existence of a subsequence (again denoted (Dn)n∈IN),
and of ū ∈ H1

0 (Ω) such that uDn
(given by (3.18) with D = Dn) tends to ū in L2(Ω) as n → ∞. Let

ϕ ∈ C∞
c (Ω) be given, we choose v = PDn

ϕ as test function in (3.18). We obtain

∫

Ω

(Λ(x) − α(x)Id)∇Dn
uDn

(x) · ∇Dn
PDn

ϕ(x)dx + [uDn
, PDn

ϕ]Dn,α =

∫

Ω

f(x)PDn
ϕ(x)dx. (3.24)

We let n→ ∞ in (3.24). Thanks to Lemma 3.8 and Lemma 3.9 (which provide a weak/strong convergence
result), we get that

lim
n→∞

∫

Ω

(Λ(x) − α(x)Id)∇Dn
uDn

(x) · ∇Dn
PDn

ϕ(x)dx =

∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇ϕ(x)dx.

Using Lemma 3.5, we get that

lim
n→∞

[uDn
, PDn

ϕ]Dn,α =

∫

Ω

α(x)∇ū(x) · ∇ϕ(x)dx.

Since it is easy to see that

lim
n→∞

∫

Ω

f(x)PDn
ϕ(x)dx =

∫

Ω

f(x)ϕ(x)dx,

we thus get that any limit ū of a subsequence of solutions satisfies (3.5) with v = ϕ. A classical density
argument and the uniqueness of the solution to (3.5) permit to conclude to the convergence in L2(Ω) of
uD to ū, weak solution of the problem in the sense of Definition 4.6, as hD tends to 0, under the condition
that there exists θ > 0 with θD ≥ θ. Let us now prove the strong convergence of ∇DuD to ∇ū. We have,
using (3.18) with v = uD,

∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇DuD(x)dx =

∫

Ω

f(x)uD(x)dx − [uD, uD]D,α. (3.25)

Thanks to Lemma 3.5, we have

∫

Ω

α(x)∇ū(x)2dx ≤ lim inf
hD→0

[uD, uD]D,α,

and therefore, passing to the limit in (3.25), we get that

lim sup
hD→0

∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇DuD(x)dx ≤
∫

Ω

f(x)uD(x)dx −
∫

Ω

α(x)∇ū(x)2dx.

We then have, letting v = ū in (3.5),

∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇ū(x)dx =

∫

Ω

f(x)ū(x)dx −
∫

Ω

α(x)∇ū(x)2dx. (3.26)

This leads to

lim sup
hD→0

∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇DuD(x)dx ≤
∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇ū(x)dx.

Using Lemma 3.8, which states the weak convergence of the gradient ∇DuD to ∇ū, we get that

∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇ū(x)dx ≤ lim inf
hD→0

∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇DuD(x)dx.
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The above inequalities yield

lim
hD→0

∫

Ω

(Λ(x) − α(x)Id)∇DuD(x) · ∇DuD(x)dx =

∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇ū(x)dx. (3.27)

From (3.25), (3.26) and (3.27), we thus obtain that

lim
hD→0

[uD, uD]D,α =

∫

Ω

α(x)∇ū(x)2dx,

Therefore we can apply Lemma 3.11. This completes the proof of the strong convergence of the discrete
gradient.

3.3.4 Error estimate

We now give an error estimate, assuming that the solution of (3.5) is in C2(Ω). Note that the same error
estimate also holds under the weaker hypothesis that the solution of (3.5) is only in H2(Ω), if d ≤ 3.

Theorem 3.16 (C2 error estimate) Assume hypotheses (3.2)-(3.4) and that Λ and α are of class C1

on Ω. Let D be an admissible finite volume discretization (in the sense of Definition 3.3). Let θ ∈ (0, θD],
where θD is defined by (3.7). Let uD ∈ HD be the solution of (3.18) and ū ∈ H1

0 (Ω) be the solution of
(3.5). We assume that ū ∈ C2(Ω).
Let us first assume that

∀σ ∈ Eext,

∫

σ

Λ(x)n∂Ω(x) · (xσ − yσ)dγ(x) = 0, (3.28)

where n∂Ω(x) is the unit normal vector to ∂Ω at point x, outward to Ω.
Then, there exists C4 only depending on Ω, θ, α0, α, β, Λ and ‖ū‖C2(Ω), such that:

‖uD − PDū‖D ≤ C4 hD, (3.29)

‖uD − ū‖L2(Ω) ≤ C4 hD, (3.30)

and
‖∇DuD −∇ū‖L2(Ω)d ≤ C4 hD. (3.31)

Let us then assume that (3.28) no longer holds, then there exists C5 , only depending on Ω, θ, α, β, Λ
and ‖ū‖H2(Ω), such that (3.29), (3.30), (3.31) hold with C5

√
hD instead of C4 hD.

Remark 3.17 Let us give some sufficient (and practical) conditions for (3.28) to hold :

• If the normal vector to ∂Ω is an eigenvector of Λ(x) for a.e. x ∈ ∂Ω, then (3.28) holds. Since this
property is always satisfied in the isotropic case, the error estimate on the gradient (3.31) holds for
the classical cell centred scheme, for any admissible mesh.

• If for all σ ∈ Eext with σ ∈ EK , the barycenter xσ of σ is equal to the orthogonal projection zσ of
xK on σ, then (3.28) holds. This hypothesis is naturally satisfied on admissible rectangular and
triangular meshes.

Note also that one could replace (3.28) by |zσ − xσ| ≤ 1
θdiam(K)(hD)

1
2 for all σ ∈ Eext.

Proof In the proof, we denote by Ci (i ∈ IN), various quantities only depending on Ω, θ, α0, α, β, Λ
and ‖ū‖C2(Ω).

Step 1. Let v ∈ HD. We first perform a computation of a consistency error, namely a bound for |T1(v)|
where T1(v) is defined by:

∫

Ω

(Λ(x) − α(x)Id)∇DPDū(x) · ∇Dv(x)dx + [PDū, v]D,α =

∫

Ω

f(x)v(x)dx + T1(v). (3.32)
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We first consider the second term of the left hand side of (3.32). Using classical consistency error (also
used in the proof of Lemma 3.5), one has:

[PDū, v]D,α = −
∫

Ω

div(α∇ū)(x)v(x)dx + T2(v), (3.33)

with
|T2(v)| ≤

∑

σ∈E

|σ||Rσ|δσv,

where δσv = |vK − vL| if σ = σKL is an interior edge, δσv = |vK | is σ ∈ Eext and |Rσ| ≤ C6 hD. Using
the Cauchy-Schwarz inequality, this leads to:

|T2(v)| ≤ C7 hD‖v‖D. (3.34)

We now consider the first term of the left hand side of (3.32). We have
∫

Ω

(Λ(x) − α(x)Id)∇DPDū(x) · ∇Dv(x)dx = T3(v) + T4(v), (3.35)

with

T3(v) =

∫

Ω

(Λ(x) − α(x)Id)∇ū(x) · ∇Dv(x)dx

and
|T4(v)| ≤ C8 ‖∇DPDū−∇ū‖L2(Ω)d‖∇Dv‖L2(Ω)d .

Using Lemma 3.9 and Lemma 3.7, we obtain

|T4(v)| ≤ C9 hD‖v‖D. (3.36)

We now compute T3(v). For K ∈ M and σ ∈ E , let µK and µσ respectively be the mean values of
(Λ(x) − α(x)Id)∇ū on K and σ:

µK =
1

|K|

∫

K

(Λ(x) − α(x)Id)∇ū(x)dx, µσ =
1

|σ|

∫

σ

(Λ(x) − α(x)Id∇ū(x)dγ(x).

The regularity of ū, Λ and α gives, for all K ∈ M and all σ ∈ EK (recall that | · | denotes the Euclidean
norm in IRd):

|µK − µσ| ≤ C10 hD. (3.37)

Indeed, C10 only depends on the L∞-norms of Λ, α and ∇ū and on the L∞-norms of the derivatives of
Λ, α and ∇ū.
We now use (3.37) in order to give a bound of T3(v) as a function of hD. Indeed, the definition of ∇Dv
leads to: 




T3(v) =
∑

K∈M

µK · |K|(∇Dv)K =

∑

K∈M


 ∑

L∈NK

µK · AK,L (vL − vK) −
∑

σ∈EK,ext

µK ·AK,σvK


 =

∑

K∈M


 ∑

L∈NK

µσKL
·AK,L (vL − vK) −

∑

σ∈EK,ext

µσ ·AK,σvK


+ T5(v),

with 



|T5(v)| ≤ C10 hD
∑

K∈M


 ∑

L∈NK

|AK,L||vL − vK | +
∑

σ∈EK,ext

|AK,σ||vK |


 ≤

C10 hD


 ∑

σ=σKL∈Eint

(|AK,L| + |AL,K |)|vL − vK | +
∑

K∈M

∑

σ∈EK,ext

|AK,σ||vK |


 .



32

Since AK,L = τσKL
(xσKL

− xK) and AK,σ = τσ(xσ − xK), one deduces from the preceding inequality,
thanks to the definition of θD (which gives d(xσ , xK) ≤ (dK,σ/θ) if σ ∈ EK) and using Cauchy-Schwarz
Inequality:

|T5(v)| ≤ C11 hD‖v‖D. (3.38)

We now remark that:




T3(v) − T5(v) =
∑

K∈M


 ∑

L∈NK

µσKL
·AK,L (vL − vK) −

∑

σ∈EK,ext

µσ ·AK,σvK


 =

∑

σ=σKL∈Eint

µσ · (xL − xK)τσ(vL − vK) −
∑

K∈M

∑

σ∈EK,ext

µσ · (xσ − xK)τσvK .

(3.39)

For σ ∈ Eint, one has σ = σKL and (xL − xK) = dσnK,σ where nK,σ is the normal vector to σ exterior
to K.

For σ ∈ Eext, one has σ ∈ EK . Thanks to the fact that under homogeneous Dirichlet boundary conditions,
the gradient of ū is normal to the boundary, using Assumption (3.28), we get that

µσ · (xσ − xK)τσ =

∫

σ

(Λ(x) − α(x)Id∇ū(x) · n∂Ω(x)dγ(x).

Then, one deduces from (3.39):

T3(v) − T5(v) = −
∫

Ω

div((Λ − αId)∇ū)(x)v(x)dx. (3.40)

Therefore, since −div(Λ∇ū) = f , one has (3.32) with T1(v) = T2(v) + T4(v) + T5(v). This gives, with
(3.34), (3.36), (3.38):

|T1(v)| ≤ C12 hD‖v‖D. (3.41)

This concludes Step 1.
Step 2.
Let eD = PDū− uD be the discrete discretization error. Using (3.32) and (3.18) give, for all v ∈ HD:

∫

Ω

(Λ(x) − α(x)Id)∇DeD(x) · ∇Dv(x)dx + [eD, v]D,α = T1(v).

Taking v = eD in this formula gives, with (3.41), [eD, eD]D,α ≤ C12 hD‖eD‖D and then, with C13 =
C12 /α0 (since α0‖eD‖2

D ≤ [eD, eD]D,α):

‖eD‖D ≤ C13 hD, (3.42)

which is exactly (3.29).

Using the Discrete Poincaré Estimate (2.7) and the fact that ū ∈ C(Ω), one deduces (3.30) from (3.29).

The last estimate, Estimate (3.31), is a direct consequence of (3.42), (3.17) and (3.16). This concludes
the first part of the theorem, i.e. assuming (3.28).

If D no longer satisfies the hypothesis (3.28), one has to replace (3.40) by:

T3(v) − T5(v) = −
∫

Ω

div((Λ − αId)∇ū)(x)v(x)dx + T6(v),

where, recalling that by zσ the orthogonal projection of xK on σ (see Definition 3.3):

T6(v) =
∑

K∈M

∑

σ∈EK,ext

µσ · (zσ − xσ)τσvK .
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Thanks to the Cauchy-Schwarz inequality, we get

T6(v)
2 ≤

∑

K∈M

∑

σ∈EK,ext

τσµ
2
σ(diam(K))2

∑

K∈M

∑

σ∈EK,ext

τσv
2
K ,

which leads to

T6(v)
2 ≤ hD

θ
|∂Ω|‖∇ū‖2

∞‖v‖2
D,

where |∂Ω| is the d − 1-dimensional Lebesgue measure of ∂Ω. This gives (3.41) with h
1
2

D instead of hD.
Following Step 2, this allows to conclude the proof.

An error estimate also holds when the solution of (3.5) is in H2(Ω) instead of C2(Ω), in the case where
the space dimension is lower or equal to 3, with an additional assumption on the mesh (the number of
edges of a given cell must stay bounded as the mesh is refined). The proof of this estimate is similar to
that of Theorem 3.16, once the following consistency lemma has been proven (see [28]):

Lemma 3.18 (Consistency of the gradient, ū ∈ H2(Ω)) Under hypothesis (3.2), with d ≤ 3, let D
be an admissible finite volume discretization in the sense of Definition 3.3, and let θ ∈ (0, θD]. Let
ū ∈ H2(Ω) ∩H1

0 (Ω). Then, there exists C14 , only depending on Ω, θ and ū, such that:

‖∇D(PD ū) −∇ū‖L2(Ω)d ≤ C14 hD‖ū‖H2(Ω). (3.43)

(Recall that PD is defined in (2.3) and ∇D in Definition 3.6.)

3.4 Numerical results

The scheme was tried for various academic problems, for which the analytical solution is known. For the
Laplace equation, we compared the classical cell centred scheme to the new scheme, which we shall call
the gradient scheme in the sequel. First note that in the classical cell centred scheme, the equation relative
to a given cell involves the neighbours of this cell, while in the gradient scheme, it involves the neighbours
of this cell and the neighbours of the neighbours. Hence in the case of a rectangular (resp. parallelipedic)
mesh, the classical cell centred scheme is a 5 points (resp. 7 points) scheme, while the gradient scheme
is a 13 points (resp. 24 points) scheme, Similarly, if one uses a triangular (resp. tetrahedral) mesh the
classical scheme is a 4 points (resp. 7 points) scheme, while the gradient scheme is a 10 points (resp.
at most 17 points) scheme. Hence the gradient scheme is more expensive in terms of time and memory,
although this is not so much, for example compared to the use of a Q1 finite element in the case of a
parallelipedic mesh, which leads to a 27 points scheme.
We tested the gradient scheme for some real anisotropic problems, the number of cells varying from 100
to 6400 in the rectangular meshes case (in fact, rectangles are squares), and from 700 to 17500 in the
triangular meshes case. The convergence rates have been computed by fitting a less-square regression on
the logarithmic values of the errors and of the characteristic size of the mesh.

The first case is an anisotropic homogeneous problem with diffusion matrix

Λ =

(
1.5 0.5
0.5 1.5

)
.

The second case is a rotating permeability field, that is, the diffusion matrix is constant in the (r, θ)

coordinates and equal to Λr,θ =

(
10 .2
.2 10

)
. The exact solution is taken to be u(x1, x2) = 1

2 ln((x1 −
.5)2 +(x2 − 1.1)2), on the domain Ω =]0, 1[×]0, 1[. The orders of convergence which were found are given
Table 3.1.
Next, we tested different values of α to see how it affected the discretization error, on the first anisotropic
case. Although the value of α does influence the resulting discretization error, the optimal value seems
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h

Case 1
homogeneous anisotropic

Case 2
heterogeneous anisotropic

Rectangles FV 13 Triangles VF10 Rectangles FV 13 Triangles VF10
u 2.00 2.0 2.2 2.0
∇u 1.00 1.0 1.4 1.3

Table 3.1: Rates of convergence of FV13 and FV10 in a homogeneous anisotropic case and in a hetero-
geneous anisotropic case

to be independent on the mesh, in both the triangular and rectangular cases, see Figure 3.1. Note that
in the case of the error on the solution itself, the numerical optimal values for α are beyond the interval
of convergence assumed in the theoretical analysis (0, 1).
These numerical tests therefore indicate that this use of an discrete gradient in finite volume schemes
leads to a correct numerical behaviour, indeed comparable with low degree finite element schemes on
similar problems.
Finally, we replaced the point xK by the center of gravity of cell K in the definition (3.13),(3.14) of the
coefficients AK,L. In this case, we recall (see Remark 3.12) that we obtain the discrete gradient based on
the generalized Raviart-Thomas basis functions of [26]. Indeed, the tests performed with this scheme for
Case 1 or Case 2 did not yield correct approximations of the solution nor of its gradient.

3.5 Conclusion

In this paper, we constructed a discrete gradient for piecewise constant functions. This discrete gradient
revealed several advantages: it is easy and cheap to compute, and it provides simple schemes for the
approximation of anisotropic diffusion convection problems. We showed a weak property convergence of
this discrete gradient to the gradient of the limit of the considered functions, together with a consistency
property, both leading to the strong convergence of the discrete solution and of its discrete gradient in
the case of a Dirichlet problem with full matrix diffusion.
Since this notion of admissible mesh includes Voronöı meshes, which are more and more used in practice,
and which seem to remain tractable even in high space dimension, applications to financial mathematics
problems are being studied [8]. Applications to finite volume schemes for compressible Navier-Stokes
equations are also expected to be successful, see chapter 4 and [67]. Further work includes a parametric
study, and the generalisation to meshes without the orthogonality condition.
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Figure 3.1: Diagrams of the errors on the solution (left) and its gradient (right) for various sizes of
triangular (up) and rectangular (bottom) meshes, with respect to the value of the parameter α



Chapter 4

A colocated scheme for the

Navier-Stokes equations

This chapter presents recent results obtained with Robert Eymard and Jean-Claude Latché [33]. We
are interested here in finding an approximation of the fields ū = (ū(i))i=1,...,d : Ω × [0, T ] → IRd, and
p̄ : Ω × [0, T ] → IR, weak solution to the incompressible Navier-Stokes equations which write:





∂tū
(i) − ν∆ū(i) + ∂ip̄+

d∑

j=1

ū(j)∂j ū
(i) = f (i) in Ω × (0, T ), for i = 1, . . . , d,

divū =

d∑

i=1

∂iū
(i) = 0 in Ω × (0, T ).

(4.1)

with a homogeneous Dirichlet boundary condition for ū and the initial condition
{
ū(i)(·, 0) = ū

(i)
ini in Ω for i = 1, . . . , d. (4.2)

In the above equations, ū(i), i = 1, . . . , d denote the components of the velocity of a fluid which flows in
a domain Ω during the time (0, T ), p̄ denotes the pressure, ν > 0 stands for the viscosity of the fluid. We
make the following assumptions:

Ω is a polygonal open bounded connected subset of IRd, d = 2 or 3, (4.3)

T > 0 is the finite duration of the flow, (4.4)

ν ∈ (0,+∞), (4.5)

ūini ∈ L2(Ω)d, (4.6)

f (i) ∈ L2(Ω × (0, T )), for i = 1, . . . , d. (4.7)

We denote by x = (x(i))i=1,...,d any point of Ω, by |.| the Euclidean norm in IRd, i.e.: |x|2 =

d∑

i=1

(x(i))2

and by δx the d-dimensional Lebesgue measure δx = δx(1) . . . δx(d).

The weak sense that we consider for the Navier-Stokes equations is the following.

Definition 4.1 (Weak solution for the transient Navier-Stokes equations)
Under hypotheses (4.3)-(4.7), let the function space E(Ω) be defined by:

E(Ω) := {v̄ = (v̄(i))i=1,...,d ∈ H1
0 (Ω)d, divv̄ = 0 a.e. in Ω}. (4.8)

36
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Then ū is called a weak solution of (4.1)-(4.2) if ū ∈ L2(0, T ;E(Ω)) ∩ L∞(0, T ;L2(Ω)d) and:





∀ϕ ∈ L2(0, T ;E(Ω)) ∩ C∞
c (Ω × (−∞, T ))d,

−
∫ T

0

∫

Ω

ū(x, t) · ∂tϕ(x, t) δx δt −
∫

Ω

ūini(x) · ϕ(x, 0) δx

+ν

∫ T

0

∫

Ω

∇ū(x, t) : ∇ϕ(x, t) δx δt +

∫ T

0

b(ū(·, t), ū(·, t), ϕ(·, t)) δt

=

∫ T

0

∫

Ω

f(x) · ϕ(x, t) δx δt

(4.9)

where, for all ū, v̄ ∈ H1
0 (Ω)d and for a.e. x ∈ Ω, we use the following notation:

∇ū(x) : ∇v̄(x) =

d∑

i=1

∇ū(i)(x) · ∇v̄(i)(x)

and where the trilinear form b(., ., .) is defined, for all ū, v̄, w̄ ∈ (H1
0 (Ω))d, by

b(ū, v̄, w̄) =

d∑

k=1

d∑

i=1

∫

Ω

ū(i)(x)∂iv̄
(k)(x)w̄(k)(x) δx. (4.10)

Remark 4.2 From (4.9), we get that a weak solution u of (4.1)-(4.2) in the sense of Definition 4.1
satisfies ∂tū ∈ L4/d(0, T ;E(Ω)′), and is therefore a weak solution in the classical sense, such that ū(·, 0)
is the orthogonal L2-projection of ūini on {v̄ ∈ L2(Ω)d, divv̄ = 0, trace(v̄ · n∂Ω, ∂Ω) = 0} (see for example
[66] or [12]).

Numerical schemes for the Stokes equations and the Navier-Stokes equations have been extensively stud-
ied: see [42; 62; 63; 64; 44; 43] and references therein. Among different schemes, finite element schemes
and finite volume schemes are frequently used for mathematical or engineering studies. An advantage
of finite volume schemes is that the unknowns are approximated by piecewise constant functions: this
makes it easy to take into account additional nonlinear phenomena or the coupling with algebraic or
differential equations, for instance in the case of reactive flows; in particular, one can find in [62] the
presentation of the classical finite volume scheme on rectangular meshes, which has been the basis of
many industrial applications. However, the use of rectangular grids makes an important limitation to
the type of domain which can be gridded and more recently, finite volume schemes for the Navier-Stokes
equations on triangular grids have been presented: see for example [45] where the vorticity formulation
is used and [11] where primal variables are used with a Chorin type projection method to ensure the di-
vergence condition. Proofs of convergence for finite volume type schemes for the Stokes and steady-state
Navier-Stokes equations are have recently been given for staggered grids [16], [45], [30], [31], [7], following
the pioneering work of Nicolaides et al. [60], [61].

In this paper, we propose the mathematical and numerical analysis of a discretization method which uses
the primitive variables, that is the velocity and the pressure, both approximated by piecewise constant
functions on the cells of a 2D or 3D mesh. We emphasise that the approximate velocities and pressures
are colocated, and therefore, no dual grid is needed. The only requirement on the mesh is a geometrical
assumption needed for the consistency of the approximate diffusion flux (see [24] and section (4.1) for a
precise definition of the admissible discretizations).

As far as we know, this work is a first proof of the convergence, of a finite volume scheme which is of
large interest in industry. Indeed, industrial CFD codes (see e.g. [55], [4]) use colocated cell centred
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finite volume schemes; leaving aside implementation considerations, the principle of these schemes seems
to differ from the present scheme only by the stabilization choice. The main reasons why this scheme is
so popular in industry are:

• a colocated arrangement of the unknowns,

• a very cheap assembling step, (no numerical integration to perform)

• an easy coupling with other systems of equations.

The finite volume scheme studied here is based on three basic ingredients. First, a stabilization technique
à la Brezzi-Pikäranta [13] is used to cope with the instability of colocated velocity/pressure approxima-
tion spaces. Second, the discretization of the pressure gradient in the momentum balance equation is
performed to ensure, by construction, that it is the transpose of the divergence term of the continuity
constraint. Finally, the contribution of the discrete nonlinear advection term to the kinetic energy balance
vanishes for discrete divergence free velocity fields, as in the continuous case. These features appear to
be essential in the proof of convergence.

We are then able to prove the stability of the scheme and the convergence of discrete solutions towards
a solution of the continuous problem when the size of the mesh tends to zero, for the steady linear case
(generalized Stokes problem), the stationary and the transient Navier-Stokes equations, in 2D and 3D.
Our results are valid for general meshes, do not require any assumption on the regularity of the continuous
solution nor, in the nonlinear case, any small data condition. We emphasise that the convergence of the
fully discrete (time and space) approximation is proven here, using an original estimate on the time
translates, which yields, combined with a classical estimate on the space translates, a sufficient relative
compactness property.

An error analysis is performed in the steady linear case, under regularity assumptions on the solution.
An error bound of order 0.5 with respect to the step size is obtained in the discrete H1 norm and the L2

norm for respectively the velocity and the pressure. Of course, this is probably not a sharp estimate, as
can be seen from the numerical results shown in Section 4.5. Indeed, a better rate of convergence can be
proved under additional assumptions on the mesh [34].

This paper is organised as follows. In section 4.1, we introduce the discretization tools together with some
discrete functional analysis tools. Section 4.2 is devoted to the linear steady problem (Stokes problem),
for which the finite volume scheme is given and convergence analysis and error estimates are detailed.
The complete finite volume scheme for the nonlinear case is presented in section 4.3, in both the steady
and transient cases. We then develop the analysis of its convergence to a weak solution of the continuous
problem. We give some numerical results in section 4.5, and finally conclude with some remarks on open
problems (section 4.7).

4.1 Spatial discretization and discrete functional analysis

Let D = (M, E ,P) be an admissible discretization as defined in Definition 2.1 page 5. We shall measure
the regularity of the mesh through the function regul(D) defined by

regul(D) = inf
{

dK,σ

diam(K) , K ∈ M, σ ∈ EK

}

∪
{

dK,σKL

dσKL

, K ∈ M, L ∈ NK

}
∪
{

1
card(EK) , K ∈ M

}
.

(4.11)

We define a discrete divergence operator d̃ivD : (HD(Ω))d → HD(Ω), by:

d̃ivD(u)(x) =
1

|K|
∑

L∈NK

1

2
|σKL| nKL · (uK + uL), for a.e. x ∈ K, ∀K ∈ M, (4.12)
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We then set ED(Ω) = {u ∈ (HD(Ω))d, divD(u) = 0}.

Remark 4.3 In (4.12), we could replace the factor 1/2 by some coefficient aKL ≥ 0 such that aKL +
aLK = 1. Such a choice, combined with the definition

d̃ivD(u)(x) =
1

|K|
∑

L∈NK

(aKL |σKL|nKL · uK − aLK |σKL| nLK · uL),

produces the same results of convergence as those which are proven in this paper. On particular meshes,
one can prove a better error estimate, choosing aKL = d(xL, σKL)/dKL (see [34]). Nevertheless, in
the general framework of this paper, other choices do not improve the convergence result and the error
estimate. Therefore, we set in this paper aKL = 1/2, which leads to the formula (4.12).
The advantage of this choice is that it leads to simpler notations and shorter equations.

The adjoint of this discrete divergence defines a discrete gradient ∇̃ : HD(Ω) → (HD(Ω))d:

(∇̃u)K =
1

|K|
∑

L∈NK

1

2
|σKL| nKL(uL − uK), ∀K ∈ M, ∀u ∈ HD(Ω). (4.13)

Note that this gradient operator is quite different from the one defined in Chapter 3 (except in the
particular cases of equilateral triangles and rectangles with edges bisecting the line segments xKxK).
Indeed, the gradient defined by (3.13)–(3.14) is not well adapted to the Stokes problem because its adjoint
operator does not present enough consistency with the continuous divergence operator. Conversely, the
gradient defined by (4.13), which is used for the discretization of the pressure in the Navier–Stokes
equations, is not well adapted to the discretization of anisotropic problems such as the one presented
in Chapter 3, because it lacks convergence properties. Indeed, we shall see that all the convergence
properties will be proven on the discrete divergence, using the fact that the operators are adjoint one to
the other.
The operator ∇̃ then satisfies the following property.

Proposition 4.4 Let (D(m))m∈IN be a sequence of admissible discretizations of Ω in the sense of Defini-
tion 2.1, such that lim

m→∞
hDm) = 0. Let us assume that there exists C > 0 and α ∈ [0, 2) and a sequence

(u(m))m∈IN such that u(m) ∈ HD(m)(Ω) and |u(m)|2Dm
≤ C h−α

Dm), for all m ∈ IN.

Then the following property holds:

lim
m→+∞

∫

Ω

(
PDm

ϕ(x)∇̃Dm
u(m)(x) + u(m)(x)∇ϕ(x)

)
dx = 0, ∀ϕ ∈ C∞

c (Ω), (4.14)

and therefore:

lim
m→+∞

∫

Ω

∇̃Dm
u(m)(x) · PDm

ψ(x)δx = 0, ∀ψ ∈ C∞
c (Ω)d ∩ E(Ω), (4.15)

where E(Ω) is defined by (4.8).

Proof Let us assume the hypotheses of the above lemma, and let i = 1, . . . , d and ϕ ∈ C∞
c (Ω) be given.

Let us study, for m ∈ IN, the term

T
(m)
7 =

∫

Ω

(
PDm

ϕ(x)∇̃Dm
u(m)(x) + u(m)(x)∇ϕ(x)

)
dx.

From (4.13), we get that

T
(m)
7 =

∑

σ∈Eint,σ=σKL

(u
(m)
L − u

(m)
K )|σKL| R(m)

KL ,

where

R
(m)
KL =

(
1

2
(ϕ(xK) + ϕ(xL)) − 1

|σKL|

∫

σKL

ϕ(x)δγ(x)

)
nKL.
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Thanks to the Cauchy-Schwarz inequality,

|T (m)
7 |2 ≤ |u(m)|2Dm

∑

σ∈Eint,σ=σKL

∣∣∣R(m)
KL

∣∣∣
2

|σKL|dKL.

One has
∑

σ∈Eint,σ=σKL
|σKL|dKL ≤ d|Ω|. Thanks to the existence of Cϕ > 0 which only depends on ϕ

such that |R(m)
KL | ≤ CϕhDm) and since α < 2, we then get that

lim
m→∞

T
(m)
7 = 0,

which yields (4.14).

Proposition 4.5 (Discrete Rellich theorem) Let (D(m))m∈IN be a sequence of admissible discretiza-
tions of Ω in the sense of definition 2.1, such that lim

m→∞
hDm) = 0. Let us assume that there exists C > 0

and a sequence (u(m))m∈IN such that u(m) ∈ HD(m)(Ω) and ‖u(m)‖Dm
≤ C for all m ∈ IN.

Then, by Lemma 2.20, there exists u ∈ H1
0 (Ω) and a subsequence of (u(m))m∈IN, again denoted (u(m))m∈IN,

such that the sequence (u(m))m∈IN converges in L2(Ω) to u as m → +∞; the sequence also satisfies:

∇̃Dm
u(m) weakly converges to ∇ū in L2(Ω)d as m→ +∞ and (4.14) holds.

Proof Since we have |u(m)|Dm
≤ ‖u(m)‖Dm

, we can apply proposition 4.4, which gives the result.

4.2 Approximation of the linear steady problem

4.2.1 The Stokes problem

We first study the following linear steady problem: find an approximation of ū and p̄, weak solution to
the generalized Stokes equations, which write:

{
ηū− ν∆ū + ∇p̄ = f in Ω
divū = 0 in Ω,

(4.16)

For this problem, the following assumptions are made:

Ω is a polygonal open bounded connected subset of IRd, d = 2 or 3 (4.17)

ν ∈ (0,+∞), η ∈ [0,+∞), (4.18)

f ∈ L2(Ω)d. (4.19)

We then consider the following weak sense for problem (4.16).

Definition 4.6 (Weak solution for the steady Stokes equations) Under hypotheses (4.17)-(4.19),
let E(Ω) be defined by (4.8). Then (ū, p̄) is called a weak solution of (4.16) (see e.g. [66] or [12]) if





ū ∈ E(Ω), p̄ ∈ L2(Ω) with
∫
Ω p̄(x)δx = 0,

η

∫

Ω

ū(x) · v̄(x)δx + ν

∫

Ω

∇ū(x) : ∇v̄(x)δx−
∫

Ω

p̄(x)divv̄(x)δx =

∫

Ω

f(x) · v̄(x)δx, ∀v̄ ∈ H1
0 (Ω)d.

(4.20)

The existence and uniqueness of the weak solution of (4.16) in the sense of the above definition is a
classical result (again, see e.g. [66] or [12]).
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4.2.2 The finite volume scheme

Under hypotheses (4.17)-(4.19), let D be an admissible discretization of Ω in the sense of Definition 2.1.
It is then natural to write an approximate problem to the Stokes problem (4.20) in the following way.





u ∈ ED(Ω), p ∈ HD(Ω) with

∫

Ω

p(x)δx = 0

η

∫

Ω

u(x) · v(x)δx + ν[u, v]D

−
∫

Ω

p(x)d̃ivD(v)(x)δx =

∫

Ω

f(x) · v(x)δx ∀v ∈ HD(Ω)d

(4.21)

As we use a colocated approximation for the velocity and the pressure fields, the scheme must be stabilised.
Using a non-consistent stabilization à la Brezzi-Pitkäranta [13], we then look for (u, p) such that





(u, p) ∈ HD(Ω)d ×HD(Ω) with

∫

Ω

p(x)δx = 0

η

∫

Ω

u(x) · v(x)δx + ν[u, v]D

−
∫

Ω

p(x)d̃ivD(v)(x)δx =

∫

Ω

f(x) · v(x)δx ∀v ∈ HD(Ω)d

∫

Ω

d̃ivD(u)(x)q(x)δx = −λ hα
D 〈p, q〉D ∀q ∈ HD(Ω)

(4.22)

where λ > 0 and α ∈ (0, 2) are adjustable parameters of the scheme which will have to be tuned in order
to make a balance between accuracy and stability.

System (4.22) is equivalent to finding the family of vectors (uK)K∈M ⊂ IRd, and scalars (pK)K∈M ⊂ IR
solution of the system of equations obtained by writing for each control volume K of M:





η |K| uK − ν
∑

L∈NK

τσKL
(uL − uK) − ν

∑

σ∈EK∩Eext

|σ|
dK,σ

(0 − uK)

+
∑

L∈NK

1

2
|σKL| nKL (pL − pK) =

∫

K

f(x)δx

∑

L∈NK

1

2
|σKL| nKL · (uK + uL) − λ hα

D

∑

L∈NK

τσKL
(pL − pK) = 0

(4.23)

supplemented by the relation ∑

K∈M

|K| pK = 0 (4.24)

Defining pσ = (pK + pL)/2 if σ = σKL, and pσ = pK if σ ∈ Eext ∩ EK , and using the fact that∑
σ∈EK

|σ|nK,σ = 0, one notices that:
∑

L∈NK

1
2 |σKL| nKL (pL−pK) is in fact equal to

∑
σ∈EK

|σ|pσnK,σ,
thus yielding a conservative form, which shows that (4.23) is indeed a finite volume scheme.

The existence of a solution to (4.22) will be proven below.

4.2.3 Study of the scheme in the linear case

We first prove a stability estimate for the velocity.

Proposition 4.7 (Discrete H1 estimate on velocities) Under hypotheses (4.17)-(4.19), let D be an
admissible discretization of Ω in the sense of definition 2.1. Let λ ∈ (0,+∞) and α ∈ (0, 2) be given. Let
(u, p) ∈ HD(Ω)d ×HD(Ω) be a solution to (4.22). Then the following inequalities hold:

ν‖u‖D ≤ diam(Ω)‖f‖(L2(Ω))d , (4.25)
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and
ν λ hα

D |p|2D ≤ diam(Ω)2‖f‖2
(L2(Ω))d . (4.26)

Proof We apply (4.22) setting v = u. We get

η

∫

Ω

u(x)2δx+ ν‖u‖2
D −

∫

Ω

p(x)d̃ivD(u)(x)δx =

∫

Ω

f(x) · v(x)δx.

Since η ≥ 0, the second equation of (4.22) with q = p and Young’s inequality yield that:





η

∫

Ω

u(x)2δx+ ν‖u‖2
D + λ hα

D |p|2D ≤
diam(Ω)2

2ν
‖f‖2

(L2(Ω))d +
ν

2diam(Ω)2
‖u‖2

(L2(Ω))d .

Using the Poincaré inequality (2.7) gives

ν‖u‖2
D + λ hα

D |p|2D ≤ diam(Ω)2

2ν
‖f‖2

(L2(Ω))d +
ν

2
‖u‖2

D,

which leads to (4.25) and (4.26).

We can now state the existence and the uniqueness of a discrete solution to (4.22).

Corollary 4.8 [Existence and uniqueness of a solution to the finite volume scheme] Under
hypotheses (4.17)-(4.19), let D be an admissible discretization of Ω in the sense of Definition 2.1. Let
λ ∈ (0,+∞) and α ∈ (0, 2) be given. Then there exists a unique solution to (4.22).

Proof System (4.22) is a linear system. Assume that f = 0. From propositions 4.7 and using (2.8), we
get that u = 0 and p = 0. This proves that the linear system (4.22) is invertible.
We then prove the following strong estimate on the pressures.

Proposition 4.9 (L2 estimate on pressures) Under hypotheses (4.17)-(4.19), let D be an admissible
discretization of Ω in the sense of definition 2.1 and let θ > 0 be such that regul(D) > θ. Let λ ∈ (0,+∞)
and α ∈ (0, 2) be given. Let (u, p) ∈ HD(Ω)d × HD(Ω) be a solution to (4.22). Then there exists C15 ,
only depending on d, Ω, η, ν, λ, α and θ, and not on hD, such that the following inequality holds:

‖p‖L2(Ω) ≤ C15 ‖f‖(L2(Ω))d . (4.27)

Proof We first apply a result by Nečas [57]: thanks to
∫
Ω
p(x)δx = 0, there exists C16 > 0, which only

depends on d and Ω, and v̄ ∈ H1
0 (Ω)d such that divv̄(x) = p(x) for a.e. x ∈ Ω and

‖v̄‖H1
0 (Ω)d ≤ C16 ‖p‖L2(Ω). (4.28)

We then set

v(i)
σ =

1

|σ|

∫

σ

v̄(i)(x)δγ(x), ∀σ ∈ E , ∀i = 1, . . . , d.

(note that v
(i)
σ = 0 for all σ ∈ Eext and i = 1, . . . , d) and we define v ∈ HD(Ω)d by

v
(i)
K =

1

|K|

∫

K

v̄(i)(x)δx, ∀K ∈ M, ∀i = 1, . . . , d.

Applying the results given p 777 in [24], we get that there exists C17 > 0, only depending on d and θ,
such that

(v
(i)
K − v(i)

σ )2 ≤ C17
diam(K)

|σ|

∫

K

(∇v(i)(x))2δx, (4.29)
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and
‖v‖D ≤ C17 ‖v̄‖H1

0 (Ω)d . (4.30)

We then have
∫

Ω

p(x)d̃ivDv(x)δx =
∑

K∈M

pK

∑

L∈NK

1

2
|σKL| nKL · (vK + vL) = T8 + T9,

where 



T8 =
∑

K∈M

pK

∑

L∈NK

2AKL · vσKL

=
∑

K∈M

pK

∑

L∈NK

∫

σKL

v̄(x) · nKLδγ(x)

=

∫

Ω

p(x)divv̄(x)δx = ‖p‖2
L2(Ω),

and 



T9 =
∑

K∈M

pK

∑

L∈NK

|σKL|
(

1

2
(vK + vL) − vσKL

)
· nKL

=
∑

σ=σKL∈Eint

|σKL|(pK − pL)

(
1

2
(vK + vL) − vσKL

)
· nKL.

We then have, thanks to the Cauchy-Schwarz inequality

T 2
9 ≤ |p|2D

∑

σ=σKL∈Eint

|σKL|dKL

(
1

2
(vK + vL) − vσKL

)2

.

Applying Inequality (4.29) and thanks to (1
2 (vK + vL) − vσKL

)2 ≤ 1
2 ((vK − vσKL

)2 + (vL − vσKL
)2), we

get that

T 2
9 ≤ |p|2D

∑

σ=σKL∈Eint

dKLC17 hD

∫

K∪L

d∑

i=1

(∇v(i)(x))2δx.

This in turn implies the existence of C18 > 0, only depending on d and θ, such that

T 2
9 ≤ C18 h

2
D|p|2D‖v̄‖2

H1
0 (Ω)d .

Thanks to (4.28), we then get, gathering the previous results

∫

Ω

p(x)d̃ivDv(x)δx ≥ ‖p‖2
L2(Ω) − C18 hD|p|DC16 ‖p‖L2(Ω). (4.31)

We then introduce v as a test function in (4.22). We get

∫

Ω

p(x)d̃ivD(v)(x)δx = η

∫

Ω

u(x) · v(x)δx + ν[u, v]D −
∫

Ω

f(x) · v(x)δx. (4.32)

Applying the discrete Poincaré inequality, (4.30) and (4.31), we get the existence of C19 , only depending
on d, Ω, f , η, ν, λ and θ, such that

‖p‖2
L2(Ω) − C18 hD|p|DC16 ‖p‖L2(Ω) ≤ C19

(
‖u‖D + ‖f‖L2(Ω)d

)
‖p‖L2(Ω).

We now apply (4.25) and (4.26). Since h2
D ≤ hα

Ddiam(Ω)2−α, the condition α ≤ 2 suffices to produce
(4.27) from the above inequality, a factor 1/λ being introduced in the expression of C15 (it is therefore
not possible to let λ tend to 0 in (4.27)).
We then have the following result, which states the convergence of the scheme (4.22).
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Proposition 4.10 (Convergence in the linear case) Under hypotheses (4.17)-(4.19), let (ū, p̄) be
the unique weak solution of the Stokes problem (4.16) in the sense of definition 4.6. Let λ ∈ (0,+∞),
α ∈ (0, 2) and θ > 0 be given and let D be an admissible discretization of Ω in the sense of definition 2.1
such that regul(D) ≥ θ. Let (u, p) ∈ HD(Ω)d ×HD(Ω) be the unique solution to (4.22).
Then u converges to ū in (L2(Ω))d and p weakly converges to p̄ in L2(Ω) as hD tends to 0.

Proof Under the hypotheses of the above proposition, let (D(m))m∈IN be a sequence of admissible
discretizations of Ω in the sense of definition 2.1, such that limm→∞ hDm) = 0 and such that regul(D(m)) ≥
θ, for all m ∈ IN.
Let (u(m), p(m)) ∈ HD(m)(Ω)d ×HD(m)(Ω) be given by (4.22) for all m ∈ IN. Let us prove the existence of
a subsequence of (D(m))m∈IN such that the corresponding sequence (u(m))m∈IN converges in (L2(Ω))2 to
ū and the sequence (p(m))m∈IN weakly converges in (L2(Ω))2 to p̄, as m→ ∞. Then the proof is complete
thanks to the uniqueness of (ū, p̄).
Using (4.25), we obtain (see [25], [24]) an estimate on the translates of u(m): for all m ∈ IN, there exists
C20 > 0, only depending on Ω, ν, f and g such that

{ ∫
Ω(u(m,k)(x + ξ) − u(m,k)(x))2δx ≤ C20 |ξ|(|ξ| + 4hDm)),

for k = 1, . . . , d, ∀ξ ∈ IRd,
(4.33)

where u(m,k) denotes the k-th component of u(m). We may then apply Kolmogorov’s theorem, and obtain
the existence of a subsequence of (D(m))m∈IN and of ū ∈ H1

0 (Ω)2 such that (u(m))m∈IN converges to ū in
L2(Ω)2. Thanks to proposition 4.9, we extract from this subsequence another one (still denoted u(m))
such that (p(m))m∈IN weakly converges to some function p̄ in L2(Ω). In order to conclude the proof of
the convergence of the scheme, there only remains to prove that (ū, p̄) is the solution of (4.20), thanks to
the uniqueness of this solution.
Let ϕ ∈ (C∞

c (Ω))d. Let m ∈ IN such that D(m) belongs to the above extracted subsequence and let
(u(m), p(m)) be the solution to (4.22) with D = D(m). We suppose that m is large enough and thus hDm)

is small enough to ensure for all K ∈ M such that K∩ support(ϕ) 6= ∅, then ∂K ∩ ∂Ω = ∅ holds. Let
us take v = PD(m)ϕ in (4.22). Applying proposition 4.5, we get

lim
n→∞

[u(m), PD(m)ϕ]D(m) =

∫

Ω

∇ū(x) : ∇ϕ(x)δx.

Moreover, it is clear that

lim
n→∞

∫

Ω

f(x) · PD(m)ϕ(x)δx =

∫

Ω

f(x) · ϕ(x)δx,

and

lim
n→∞

η

∫

Ω

u(m)(x) · PD(m)ϕ(x)δx = η

∫

Ω

ū(x) · ϕ(x)δx.

Thanks to the weak convergence of the sequence of approximate pressures, to (4.26) and to the hypothesis
α < 2, we now apply proposition 4.4, which gives

lim
n→∞

∫

Ω

p(m)(x)divD(m)(PD(m)ϕ)(x)δx =

∫

Ω

p̄(x)divϕ(x)δx. (4.34)

The last step is to prove that div(ū) = 0 a.e. in Ω. Let ϕ ∈ C∞
c (Ω) and let m ∈ IN be given. Let us take

q = PD(m)ϕ in (4.22). We get T
(m)
10 = −T (m)

11 , where

T
(m)
10 =

∫

Ω

divD(m)(u(m))(x)PD(m)ϕ(x)δx.

and
T

(m)
11 = λ hα

Dm)〈p(m), PD(m)ϕ〉D.
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On the one hand, the third item of proposition 4.5 produces

lim
n→∞

T
(m)
10 =

d∑

i=1

∫

Ω

ϕ(x)∂iū
(i)δx.

On the other hand, using the Cauchy-Schwarz inequality, we get:

T
(m)
11 ≤ λhα

Dm)|p(m)|D|PD(m)ϕ|D

Therefore, thanks to (4.26) and to the regularity of ϕ (that implies that |PD(m)ϕ|D remains bounded

independently on hDm)) we obtain limn→∞ T
(m)
11 = 0. This in turn implies that:

d∑

i=1

∫

Ω

ϕ(x)∂iū
(i)(x)δx = 0, for all ϕ ∈ C∞

c (Ω), (4.35)

which proves that ū ∈ E(Ω).

Remark 4.11 (Strong convergence of the pressure) Note that the proof of the strong convergence
of p to p̄ is a straightforward consequence of the error estimate stated in Proposition 4.12 below, which
holds under additional regularity hypotheses.

4.2.4 An error estimate

We then have the following result, which states an error estimate for the scheme (4.22).

Proposition 4.12 (Error estimate in the linear case) Under hypotheses (4.17)-(4.19), we assume
that the weak solution (ū, p̄) of the Stokes problem (4.16) in the sense of definition (4.6) is such that
(ū, p̄) ∈ H2(Ω)d ×H1(Ω). Let λ ∈ (0,+∞) and α ∈ (0, 2) be given, let D be an admissible discretization
of Ω in the sense of definition 2.1 and let θ > 0 such that regul(D(m)) ≥ θ. Let (u, p) ∈ HD(Ω)d ×HD(Ω)
be the solution to (4.22). Then there exists C21 , which only depends on d, Ω, ν, η and θ such that

‖u− ū‖2
L2(Ω) ≤ C21 ε(λ, hD, p̄, ū), (4.36)

λ hα
D |p|2D ≤ C21 ε(λ, hD, p̄, ū) (4.37)

‖p− p̄‖2
L2(Ω) ≤ C21 ε(λ, hD, p̄, ū). (4.38)

where {
ε(λ, hD, p̄, ū) = max

(
λhα

D,
1
λh

2−α
D

)

×
(
‖p̄‖2

H1(Ω) + ‖ū‖2
H2(Ω)

)
.

(4.39)

Proof We define (û, p̂) ∈ HD(Ω)d ×HD(Ω) by û = PDū, which means ûK = ū(xk) for all K ∈ M, and
p̂K = 1

|K|

∫
K
p̄(x)δx for all K ∈ M. Integrating the first equation of (4.16) on K ∈ M gives

η

∫

K

ū(x)δx +
∑

σ∈EK

({
−ν
∫

σ ∇ū(x) : nK,σδγ(x)+∫
σ
p̄(x)nK,σδγ(x)

)
=

∫

K

f(x)δx. (4.40)

We introduce, for K ∈ M, εu
K = ûK − 1

|K|

∫
K ū(x)δx, and, for L ∈ NK :

RK,L = 1
dσKL

(ûL − ûK) − 1
|σKL|

∫
σ
∇ū(x) : nK,σδγ(x),

and for σ ∈ EK ∩ Eext, RK,σ = 1
dK,σ

(0 − ûK) − 1
|σ|

∫
σ ∇ū(x) : nK,σδγ(x);

moreover, we define for L ∈ NK : εp
σKL

= 1
2 (p̂K + p̂L) − 1

|σKL|

∫
σKL

p̄(x)δγ(x), and for σ ∈ EK ∩ Eext,
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εp
σ = p̂K − 1

|σ|

∫
σ
p̄(x)δγ(x). Using these notations and the relation

∑
σ∈EK

|σ|nK,σ = 0, we get from

(4.40) 



η |K|ûK − ν

(
∑

L∈NK

τσKL
(ûL − ûK) +

∑

σ∈EK∩Eext

|σ|
dK,σ

(0 − ûK)

)
+

∑

L∈NK

1

2
|σKL| nKL (p̂L − p̂K) =

∫

K

f(x)δx+RK ,

with {
RK = η |K|εu

K − ν

(
∑

L∈NK

|σKL|RK,L +
∑

σ∈EK∩Eext

|σ|RK,σ

)
+
∑

σ∈EK

|σ| εp
σnK,σ.

We then set δu = û − u and δp = p̂− p. We then get, subtracting the first relation of the scheme (4.23)
to the above equation,





η
∫
Ω δu(x)v(x)δx + ν[δu, v]D −

∫

Ω

δp(x)d̃ivD(v)(x)δx =
∫
ΩR(x)vδx, ∀v ∈ HD(Ω)d,

(4.41)

and, setting v = δu in (4.41),

η

∫

Ω

δu(x)2δx+ ν‖δu‖2
D −

∫

Ω

δp(x)d̃ivD(δu)(x)δx =

∫

Ω

R(x)δu(x)δx.

We now integrate the second equation of (4.16) on K ∈ M. This gives

∑

σ∈EK

∫

σ

ū(x) · nK,σδγ(x) = 0, ∀K ∈ M.

Using ū ∈ H1
0 (Ω), we then obtain

∑

L∈NK

1

2
|σKL| nKL · (ûK + ûL) =

∑

L∈NK

|σKL|εu
σKL

, ∀K ∈ M

with

εu
σKL

=

(
1

2
(ûK + ûL) − 1

|σKL|

∫

σKL

ū(x)δγ(x)

)
· nKL, ∀K ∈ M, ∀L ∈ NK .

We then give, subtracting the second relation of the scheme (4.23) to the above equation,

∫

Ω

d̃ivD(δu)(x)δp(x)δx = λ hα
D 〈p, p̂− p〉D + T12,

with
T12 =

∑

σKL∈Eint

|σKL|εu
σKL

(δpK − δpL),

Gathering the above results, we get

{
η
∫
Ω
δu(x)2δx+ ν‖δu‖2

D + λ hα
D |p|2D =

λ hα
D 〈p, p̂〉D +

∫
ΩR(x) · δu(x)δx + T12.

(4.42)

Let us study the terms at the right hand side of the above equation. We have, using the Young inequality,

〈p, p̂〉D ≤ 1

4
|p|2D + |p̂|2D ≤ 1

4
|p|2D + C22 ‖p̄‖2

H1(Ω). (4.43)
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We then study
∫
Ω
R(x) · δu(x)δx = T13 + T14 + T15, with

T13 = η

∫

Ω

εu(x) · δu(x)δx,

T14 = ν
∑

K∈M

(
∑

L∈NK

|σKL|RK,L +
∑

σ∈EK∩Eext

|σ|RK,σ

)
· δuK ,

and
T15 =

∑

K∈M

∑

σ∈EK

|σ| εp
σnK,σ · δuK .

Thanks to interpolation results proven in [24] and to (2.7), we obtain

T13 ≤ C23 h
2
D‖ū‖2

H2(Ω) +
ν

4
‖δu‖2

D, (4.44)

T14 ≤ C24 h
2
D‖ū‖2

H2(Ω) +
ν

4
‖δu‖2

D, (4.45)

and
T15 ≤ C25 h

2
D‖p̄‖2

H1(Ω) +
ν

4
‖δu‖2

D. (4.46)

We then study T12. We have T12 = T16 − T17 with

T16 =
∑

σKL∈Eint

|σKL|εu
σKL

(p̂K − p̂L),

which verifies
T16 ≤ C26 hD

(
‖p̄‖2

H1(Ω) + ‖ū‖2
H2(Ω)

)
, (4.47)

and
T17 =

∑

σKL∈Eint

|σKL|εu
σKL

(pK − pL),

which verifies

T17 ≤ 1

4
λ hα

D |p|2D + C27
1

λ
h2−α
D ‖ū‖2

H2(Ω). (4.48)

Gathering equations (4.42)-(4.48) gives

‖δu‖2
D + λ hα

D |p|2D ≤ C28 ε(λ, hD, p̄, ū),

where ε(λ, hD, p̄, ū) is defined by (4.39). This in turn yields (4.36) and (4.37). We then again follow
the method used in the proof of Proposition 4.9. Using

∫
Ω
p̂(x)δx = 0 and therefore

∫
Ω
δp(x)δx = 0, let

v̄ ∈ H1
0 (Ω)d be given such that divv̄(x) = δp(x) for a.e. x ∈ Ω and

‖v̄‖H1
0 (Ω)d ≤ C16 ‖δp‖L2(Ω). (4.49)

We again set

v(i)
σ =

1

|σ|

∫

σ

v̄(i)(x)δγ(x), ∀σ ∈ E , ∀i = 1, . . . , d.

and we define v ∈ HD(Ω)d by

v
(i)
K =

1

|K|

∫

K

v̄(i)(x)δx, ∀K ∈ M, ∀i = 1, . . . , d.
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The same method gives





‖δp‖2
L2(Ω) ≤

∫

Ω

δp(x)d̃ivD(v)(x)δx + C18 hD|p|D‖v̄‖H1
0 (Ω)d

≤
∫

Ω

δp(x)d̃ivD(v)(x)δx + C29 h
2
D|p|2D +

1

4
‖δp‖2

L2(Ω).

We now use v as test function in (4.41). We get

∫

Ω

δp(x)d̃ivD(v)(x)δx = η

∫

Ω

δu(x)v(x)δx + ν[δu, v]D +

∫

Ω

R(x)vδx.

Gathering the two above inequalities, (4.44), (4.45), (4.46) and (4.49) produces

{
‖δp‖2

L2(Ω) ≤
1

2
‖δp‖2

L2(Ω) + C30 h
2
D

(
‖p̄‖2

H1(Ω) + ‖ū‖2
H2(Ω)

)

+C31 ‖δu‖2
D + C29 h

2
D|p|2D.

Applying (4.36) and (4.37) gives (4.38).

Remark 4.13 In the above result, it suffices to let α = 1 to obtain the proof of an order 1/2 for the
convergence of the scheme. We recall that this result is not sharp, and that the numerical results show a
much better order of convergence.

4.3 The finite volume scheme for the Navier-Stokes equations

Before handling the transient nonlinear case, we first address in the following section the steady-state
case.

4.3.1 The steady-state case

For the following continuous equations,





ηū(i) − ν∆ū(i) + ∂ip̄+

d∑

j=1

ū(j)∂j ū
(i) = f (i) in Ω, for i = 1, . . . , d,

divū =

d∑

i=1

∂iū
(i) = 0 in Ω.

(4.50)

with a homogeneous Dirichlet boundary condition, we define the following weak sense.

Definition 4.14 (Weak solution for the steady Navier-Stokes equations) Under hypotheses (4.17)-
(4.19), let E(Ω) be defined by (4.8). Then (ū, p̄) is called a weak solution of (4.50) if





ū ∈ E(Ω), p̄ ∈ L2(Ω) with

∫

Ω

p̄(x)δx = 0,

η

∫

Ω

ū(x) · v̄(x)δx + ν

∫

Ω

∇ū(x) : ∇v̄(x)δx

−
∫

Ω

p̄(x)divv̄(x)δx + b(ū, ū, v̄) =

∫

Ω

f(x) · v̄(x)δx ∀v̄ ∈ H1
0 (Ω)d,

(4.51)

where the trilinear form b(., ., .) is defined by (4.10).
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We now give the finite volume scheme for this problem. Under hypotheses (4.17)-(4.19), let D be an
admissible discretization of Ω in the sense of Definition 2.1. We introduce Bernoulli’s pressure p + 1

2u
2

instead of p, again denoted by p, and for any real value λ > 0 and α ∈ (0, 2), we look for (u, p) such that





(u, p) ∈ HD(Ω)d ×HD(Ω) with

∫

Ω

p(x)δx = 0,

η

∫

Ω

u(x) · v(x)δx + ν[u, v]D +
1

2

∫

Ω

u(x)2d̃ivD(v)(x)δx

−
∫

Ω

p(x)d̃ivD(v)(x)δx + bD(u, u, v) =

∫

Ω

f(x) · v(x)δx ∀v ∈ HD(Ω)d

∫

Ω

d̃ivD(u)(x)q(x)δx = −λ hα
D 〈p, q〉D ∀q ∈ HD(Ω)

(4.52)

where, for u, v, w ∈ HD(Ω), we define the following approximation for b(u, v, w)

bD(u, v, w) =
1

2

∑

K∈M

∑

L∈NK

(
1

2
|σKL| nKL · (uK + uL)) ((vL − vK) · wK) (4.53)

System (4.52) is equivalent to finding the family of vectors (uK)K∈M ⊂ IRd, and scalars (pK)K∈M ⊂ IR
solution of the system of equations obtained by writing for each control volume K of M:





η |K| uK − ν
∑

L∈NK

τσKL
(uL − uK) − ν

∑

σ∈EK∩Eext

|σ|
dK,σ

(0 − uK)

+
∑

L∈NK

(
1

2
|σKL| nKL · (1

2
(uK + uL))) (uL − uK)

+
∑

L∈NK

1

2
|σKL| nKL (pL − pK) − 1

2

∑

L∈NK

1

2
|σKL| nKL (u2

L − u2
K) =

∫

K

f(x)δx

∑

L∈NK

1

2
|σKL| nKL · (uK + uL) − λ hα

D

∑

L∈NK

τσKL
(pL − pK) = 0

(4.54)

supplemented by the relation: ∑

K∈M

|K| pK = 0

Defining p̃K = pK − u2
K/2 and p̃σ = (p̃K + p̃L)/2 if σ = σKL, p̃σ = p̃K if σ ∈ Eext ∩ EK , and using the

fact that
∑

σ∈EK
|σ|nK,σ = 0, one again notices that:

∑
L∈NK

1
2 |σKL| nKL (p̃L − p̃K) is in fact equal to∑

σ∈EK
|σ|p̃σnK,σ, thus yielding a conservative form for the fifth and sixth terms of the left hand side of

the discrete momentum equation in (4.54). Defining uσ = (uK +uL)/2 if σ = σKL, uσ = 0 if σ ∈ Eext∩EK ,
one obtains that the nonlinear convective term

∑
L∈NK

(1
2 |σKL| nKL · (1

2 (uK + uL))) (uL − uK) is equal

to
∑

σ∈EK
|σ|(nK,σ ·uσ)uσ −|K|uK(d̃ivDu)K ; one may note that (d̃ivDu)K =

∑
σ∈EK

|σ|nK,σ ·uσ. Hence
the nonlinear convective term is the sum of a conservative form and a source term due to the stabilization
(this source term vanishes for a discrete divergence free function u).

Let us then study some properties of the trilinear form bD. First note that the quantity bD(u, v, w) also
writes

bD(u, v, w) =
1

2

∑

σKL∈Eint

(
1

2
|σKL| nKL · (uK + uL)) ((vL − vK) · (wL + wK)) (4.55)
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We thus get that, for all u, v ∈ HD(Ω)d,





bD(u, v, v) =
1

2

∑

σKL∈Eint

(
1

2
|σKL| nKL · (uK + uL))((vL)2 − (vK)2)

= −1

2

∫

Ω

v(x)2 d̃ivD(u)(x) δx

(4.56)

We get in particular, that, for all u ∈ ED(Ω), bD(u, u, u) = 0, which is the discrete equivalent of the
continuous property.

Remark 4.15 [Upstream weighting versions of the scheme] All the results of this paper are avail-
able, setting FKL(u) = 1

2 |σKL| nKL · (uK + uL) and considering, for u, v, w ∈ HD(Ω),

bups
D (u, v, w) = bD(u, v, w) +

1

2

∑

σKL∈Eint

ΘKL|FKL(u)| (vL − vK) · (wL − wK),

with, for example, ΘKL = max(1−2ντσKL
/|FKL(u)|, 0). We then get, for all u, v ∈ HD(Ω), the inequality

bups
D (u, v, v) ≥ −1

2

∫

Ω

v(x)2d̃ivD(u)(x)δx,

which is sufficient to get all the estimates of this paper, together with the convergence properties of the
scheme. The use of such a local upwinding technique may be useful to avoid the development of nonphysical
oscillations only where meshes are too coarse.

The following technical estimates are crucial to prove the convergence properties of the scheme.

Lemma 4.16 (Estimates on bD(., ., .)) Under hypotheses (4.3)-(4.7), let D be an admissible discretiza-
tion of Ω × (0, T ) in the sense of definition 4.22, and θ > 0 such that regul(D) ≥ θ. Then there exists
C32 > 0 and C33 > 0, only depending on d, θ and Ω, such that

bD(u, v, w) ≤ C32 ‖u‖L4(Ω)d ‖v‖D ‖w‖L4(Ω)d ≤ C33 ‖u‖D ‖v‖D ‖w‖D. (4.57)

The proof of this estimate may be found in [33]; it uses the following discrete Sobolev inequality, which
holds under the same regularity assumptions on the mesh (see proof in [19] or [24, pp. 790-791]):

‖u‖L4(Ω) ≤ C34 ‖u‖D. (4.58)

Remark 4.17 (Two dimensional case) In the case d = 2, it may be proven setting α = 2, p = p′ = 2
in the proof p 791 of [24], that

‖u‖L4(Ω) ≤ C35 ‖u‖1/2
L2(Ω)‖u‖

1/2
D

and therefore, that there exists C36 > 0, only depending on d and Ω, such that

bD(u, v, w) ≤ C36 ‖v‖D
(
‖u‖D ‖u‖L2(Ω) ‖w‖D ‖w‖L2(Ω)

)1/2
.

This is a discrete analogue to the classical continuous estimate on the trilinear form.

The existence of a solution to the scheme (4.52) is obtained through a so-called “topological degree”
argument. For the sake of completeness, we recall this argument (which was first used for numerical
schemes in [23]) in the finite dimensional case in the following theorem and refer to [20] for the general
case.
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Theorem 4.18 (Application of the topological degree, finite dimensional case) Let V be a fi-
nite dimensional vector space on IR and g be a continuous function from V to V . Let us assume that
there exists a continuous function F from V × [0, 1] to V satisfying:

1. F (·, 1) = g, F (·, 0) is an affine function.

2. There exists R > 0, such that for any (v, ρ) ∈ V × [0, 1], if F (v, ρ) = 0, then ‖v‖V 6= R.

3. The equation F (v, 0) = 0 has a solution v ∈ V such that ‖v‖V < R.

Then there exists at least a solution v ∈ V such that g(v) = 0 and ‖v‖V < R.

Here g(v) = 0 represents the nonlinear system (4.52), and we are now going to construct the function
F and show the required estimates. Note that here, the use of Bernoulli’s pressure leads to simpler
calculations.

Proposition 4.19 (Discrete H1
0 (Ω) estimate on the velocities) Under hypotheses (4.17)-(4.19), let

D be an admissible discretization of Ω × (0, T ) in the sense of definition 4.22. Let λ ∈ (0,+∞) and
α ∈ (0, 2) be given. Let ρ ∈ [0, 1] be given and let (u, p) ∈ (HD(Ω))d × HD(Ω), be a solution to the
following system of equations (which reduces to (4.52) as ρ = 1 and to (4.22) as ρ = 0)





(u, p) ∈ HD(Ω)d ×HD(Ω) with

∫

Ω

p(x)δx = 0,

η

∫

Ω

u(x) · v(x)δx + ν[u, v]D +
ρ

2

∫

Ω

u(x)2d̃ivD(v)(x)δx

+ρ bD(u, u, v) −
∫

Ω

p(x)d̃ivD(v)(x)δx =

∫

Ω

f(x) · v(x)δx ∀v ∈ HD(Ω)d

∫

Ω

d̃ivD(u)(x)q(x)δx = −λ hα
D 〈p, q〉D ∀q ∈ HD(Ω)

(4.59)

Then u and p satisfy the following estimates, which are the same inequalities as obtained in the linear
case (inequalities (4.25) and (4.26)):





ν‖u‖D ≤ diam(Ω)‖f‖(L2(Ω))d

ν λ hα
D |p|2D ≤ diam(Ω)2‖f‖2

(L2(Ω))d

Proof The proof is similar to that of Proposition 4.7, using the property (4.56) on the discrete trilinear
form.

We are now in position to prove the existence of at least one solution to scheme (4.52).

Proposition 4.20 (Existence of a discrete solution) Under hypotheses (4.17)-(4.19), let D be an
admissible discretization of Ω × (0, T ) in the sense of definition 4.22. Let λ ∈ (0,+∞) and α ∈ (0, 2) be
given. Then there exists at least one (u, p) ∈ (HD(Ω))d ×HD(Ω), solution to (4.52).

Proof Let us define V = {(u, p) ∈ (HD(Ω))d × HD(Ω) s.t.
∫
Ω p(x)δx = 0}. Consider the continuous

application F : V × [0, 1] → V such that, for a given (u, p) ∈ V and ρ ∈ [0, 1], (û, p̂) = F (u, p, ρ) is
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defined by





∫

Ω

û(x) · v(x)δx = η

∫

Ω

u(x) · v(x)δx + ν[u, v]D −
∫

Ω

p(x)d̃ivD(v)(x)δx

+ρ

(
1

2

∫

Ω

u(x)2d̃ivD(v)(x)δx + bD(u, u, v)

)

−
∫

Ω

f(x) · v(x)δx ∀v ∈ HD(Ω)d

∫

Ω

p̂(x) · q(x)δx =

∫

Ω

d̃ivD(u)(x)q(x)δx + λ hα
D 〈p, q〉D ∀q ∈ HD(Ω).

It is easily checked that the two above relations define a one to one function F (., ., .). Indeed, the value

of û
(i)
K and p̂K for a given K ∈ M and i = 1, . . . , d are readily obtained by setting v(i) = 1K , v(j) = 0 for

j 6= i, and q = 1K .
The application F (., ., .) is continuous, and, for a given (u, p) such that F (u, p, ρ) = (0, 0), we can apply
Proposition 4.19 and (2.8), which prove that (u, p) is bounded independently on ρ. Since F (u, p, 0) is an
affine function of (u, p) (indeed invertible, see corollary 4.8), we may apply Theorem 4.18 and conclude
to the existence of at least one solution (u, p) to (4.52).

Theorem 4.21 (Convergence of the scheme) Under hypotheses (4.17)-(4.19), let (D(m))m∈IN be a
sequence of admissible discretizations of Ω in the sense of definition 2.1, such that hDm) tends to 0 as

m → ∞ and such that there exists θ > 0 with regul(D(m)) ≥ θ, for all m ∈ IN. Let λ ∈ (0,+∞)
and α ∈ (0, 2) be given. Let, for all m ∈ IN, (u(m), p(m)) ∈ (HD(m)(Ω))d × HD(m)(Ω), be a solution to
(4.52) with D = D(m). Then there exists a weak solution (ū, p̄) of (4.50) in the sense of definition 4.14
and a subsequence of (D(m))m∈IN, again denoted (D(m))m∈IN, such that the corresponding subsequence of
solutions (u(m))m∈IN converges to ū in L2(Ω) and (p(m) − 1

2 (u(m))2)m∈IN weakly converges to p̄ in L2(Ω).

The proof of this proposition follows that of Proposition 4.10, once proven (see [33]) the following estimate
on the approximate pressure: if (u, p) ∈ HD(Ω)d ×HD(Ω) be a solution to (4.52). then there exists C37 ,
only depending on d, Ω, η, ν, λ, α and θ, and not on hD, such that the following inequality holds:

‖p‖L2(Ω) ≤ C37

(
‖f‖(L2(Ω))d +

(
‖f‖(L2(Ω))d

)2)
(4.60)

Hence we have the same estimates as in the linear case are available in the steady nonlinear case, the
proof of proposition 4.10 holds for all the terms of (4.51) which are present in (4.20). Thus there only
remains to prove that for a given ϕ ∈ (C∞

c (Ω))d, as m→ +∞:

T
(m)
18 =

∫

Ω

u(m)(x)2divD(m)(PD(m)ϕ)(x)δx tends to

∫

Ω

ū(x)2divϕ(x)δx

and
T

(m)
19 = bD(u(m), u(m), PD(m)ϕ) tends to b(ū, ū, ϕ),

which are consequences of (4.5). We refer to [33] for the details.

4.3.2 The transient case

We now turn to the study of the finite volume scheme for the transient Navier-Stokes equations, the weak
formulation of which is given in (4.1).
We first give the definition of an admissible discretization for a space-time domain.
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Definition 4.22 (Admissible discretization, transient case) Let Ω be an open bounded polygonal
(polyhedral if d = 3) subset of IRd, and ∂Ω = Ω \ Ω its boundary, and let T > 0. An admissible finite
volume discretization of Ω × (0, T ), denoted by D, is given by D = (M, E ,P , N), where (M, E ,P) is
an admissible discretization of Ω in the sense of definition 2.1 and N ∈ IN⋆ is given. We then define
δt = T/N , and we denote by hD = max(h(M,E,P), δt) and regul(D) = regul(M, E ,P).

Under hypotheses (4.3)-(4.7), let D be an admissible discretization of Ω× (0, T ) in the sense of definition
4.22 and let λ ∈ (0,+∞) and α ∈ (0, 2) be given. We write a Crank–Nicholson scheme for the time
discretization, and follow the nonlinear steady–state case for the space discretization; the finite volume
scheme for the approximation of the solution (4.1)–(4.2) is then:





u0 ∈ HD(Ω)d,

u0,K =
1

|K|

∫

K

uini(x)δx, ∀K ∈ M,
(4.61)

and, again using Bernoulli’s pressure p+ 1
2u

2 instead of p, again denoted by p,





(un+1, pn+ 1
2
) ∈ (HD(Ω))d ×HD(Ω),∫

Ω pn+ 1
2
(x)δx = 0, un+ 1

2
= 1

2 (un+1 + un),∫

Ω

(un+1(x) − un(x)) · v(x)δx + νδt[un+ 1
2
, v]D

−δt
∫

Ω

pn+ 1
2
(x)d̃ivD(v)(x)δx +

δt

2

∫

Ω

un+ 1
2
(x)2d̃ivD(v)(x)δx

+δtbD(un+ 1
2
, un+ 1

2
, v) =

∫ (n+1)δt

nδt

∫

Ω

f(x, t) · v(x)δxδt,
∫

Ω

d̃ivD(un+ 1
2
)(x)q(x)δx = −λ hα

D 〈pn+ 1
2
, q〉D,

∀v ∈ HD(Ω)d, ∀q ∈ HD(Ω), ∀n ∈ IN.

(4.62)

In (4.62), we consider the approximation of bD given by (4.53). We then define the set HD(Ω × (0, T ))
of piecewise constant functions in each K × (nδt, (n + 1)δt), K ∈ M, n ∈ IN, and we define (u, p) ∈
HD(Ω × (0, T )) by

u(x, t) = un+ 1
2
(x), and p(x, t) = pn+ 1

2
(x), for a.e. (x, t) ∈ Ω × (nδt, (n+ 1)δt), ∀n ∈ IN. (4.63)

Remark 4.23 (Time discretization) It is well known that the Crank–Nicholson discretization is im-
plicit. If we use the θ scheme: un+ 1

2
= θun+1 + (1 − θ)un, with θ ∈ [ 12 , 1], the convergence proof which

follows applies with a few minor changes. Variable time steps may also be considered.

Let us now prove the existence of at least one solution to scheme (4.61)-(4.63).

Proposition 4.24 (Existence of a discrete solution) Under hypotheses (4.3)-(4.7), let D be an ad-
missible discretization of Ω × (0, T ) in the sense of Definition 4.22. Let λ ∈ (0,+∞) and α ∈ (0, 2) be
given. Then there exists at least one (u, p) ∈ (HD(Ω×(0, T )))d×HD(Ω×(0, T )), solution to (4.61)-(4.63).

Proof We remark that, for a given n = 0, . . . , N − 1, taking as unknown un+ 1
2
, and noting that

un+1 = 2un+ 1
2
− un, Scheme (4.62) is under the same form as scheme (4.52), with η = 2

δt and with a
term in un included in the right hand side. Therefore the existence of at least one solution follows from
proposition 4.20.
We then have the following estimate.

Proposition 4.25 (Discrete L2(0, T ;H1
0 (Ω)) estimate on velocities) Under hypotheses (4.3)-(4.7),

let D be an admissible discretization of Ω × (0, T ) in the sense of definition 4.22. Let λ ∈ (0,+∞) and
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α ∈ (0, 2). Let (u, p) ∈ (HD(Ω × (0, T )))d ×HD(Ω × (0, T )), be a solution to (4.61)-(4.63). Then there
exists C38 > 0, only depending on d, Ω, ν, u0, f , T such that the following inequalities hold

‖u‖L∞(0,T ;L2(Ω)d) ≤ C38 , (4.64)

‖u‖L2(0,T ;HD(Ω)d) ≤ C38 , (4.65)

and

λ hα
D

N−1∑

n=0

δt|pn+ 1
2
|2D = λ hα

D

∫ T

0

|p(·, t)|2Dδt ≤ C38 . (4.66)

Proof Let p = 1, . . . , N . We get, setting v = un+ 1
2

in the first equation of (4.62), summing on K ∈ M
and n = 0, . . . , p− 1 in the first equation of (4.62) and using property (4.56),





1

2

p−1∑

n=0

∫

Ω

(un+1(x)
2 − un(x)2)δx+ ν

p−1∑

n=0

δt[un+ 1
2
, un+ 1

2
]D−

p−1∑

n=0

δt

∫

Ω

pn+ 1
2
(x)d̃ivD(un+ 1

2
)(x)dx =

p−1∑

n=0

∫ (n+1)δt

nδt

∫

Ω

f(x, t) · un+ 1
2
(x)δxδt,

This leads, setting q = pn+ 1
2

in the second equation of (4.62), to





1

2

∫

Ω

(up(x)
2 − u0(x)

2)δx+ ν

p−1∑

n=0

δt[un+ 1
2
, un+ 1

2
]D+

λ hα
D

p−1∑

n=0

δt|pn+ 1
2
|2D =

∫ pδt

0

∫

Ω

f(x, t) · u(x, t)δxδt.
(4.67)

Setting p = N in (4.67) gives (4.65) and (4.66). The discrete Poincaré inequality (2.7) and the inequality
‖u0‖L2(Ω)d ≤ ‖uini‖L2(Ω)d give

{
‖up‖2

L2(Ω)d ≤ diam(Ω)2

2ν
‖f‖2

L2(Ω×(0,T ))d + ‖uini‖2
L2(Ω)d , ∀p = 1, . . . , N,

which proves (4.64), since ‖un+ 1
2
‖L2(Ω)d ≤ 1

2 (‖un‖L2(Ω)d + ‖un+1‖L2(Ω)d) for all n = 0, . . . , N − 1.
In order to obtain some compactness, we use, as in the steady–state case, some estimates on translations.
But now, we also need estimates on the time translations. We refer to [24] for an introduction to
the estimate on the time translates for parabolic problems, and to [33] for the proof of the following
proposition:

Proposition 4.26 (Space and time translate estimates) Under hypotheses (4.3)-(4.7), let D be an
admissible discretization of Ω × (0, T ) in the sense of definition 4.22. Let λ ∈ (0,+∞), α ∈ (0, 2) and
θ > 0, such that regul(D) ≥ θ. Let (u, p) ∈ (HD(Ω × (0, T )))d ×HD(Ω × (0, T )), be a solution to (4.61)-
(4.63). We denote by u the extension in IRd×IR of u by 0 outside of Ω×(0, T ). Then there exists C39 > 0
and C40 > 0, only depending on d, Ω, ν, λ, α, u0, f , θ and T such that the following inequalities hold:

‖u(· + ξ, ·) − u‖2
L2(IRd×IR) ≤ C39 |ξ|(|ξ| + 4hD), ∀ξ ∈ IRd, (4.68)

and
‖u(·, · + τ) − u‖L1(IR;L2(IRd)) ≤ C40 |τ |1/2, ∀τ ∈ IR. (4.69)

We now have all the tools for the convergence of the approximate solutions:
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Theorem 4.27 (Convergence of the scheme) Under hypotheses (4.3)-(4.7), let θ > 0 be given and
let (D(m))m∈IN be a sequence of admissible discretizations of Ω × (0, T ) in the sense of definition 4.22,
such that regul(D(m)) ≥ θ and hDm) tends to 0 as m→ ∞. Let λ ∈ (0,+∞) and α ∈ (0, 2) be given. Let,

for all m ∈ IN, (u(m), p(m)) ∈ (HD(m)(Ω × (0, T )))d × HD(m)(Ω × (0, T )), be a solution to (4.61)-(4.63)
with D = D(m). Then there exists a subsequence of (D(m))m∈IN, again denoted (D(m))m∈IN, such that
the corresponding subsequence of solutions (u(m))m∈IN converges in L2(Ω × (0, T )) to a weak solution ū
of (4.1)-(4.2) in the sense of definition 4.1.

Proof Let us assume the hypotheses of the theorem. Using translate estimates (4.68) and (4.69)
in the space L1(IRd × IR), we can apply Kolmogorov’s theorem (see [24] for parabolic problems). We
get that there exists ū ∈ L1(Ω × (0, T )) and a subsequence of (D(m))m∈IN, again denoted (D(m))m∈IN,
such that the corresponding subsequence of solutions (u(m))m∈IN converges in L1(Ω × (0, T )) to ū as
m → ∞. Using (4.65), we get ‖u(m)‖L2(0,T ;HDm (Ω)) ≤ C38 , for all m ∈ IN, which gives, using the

discrete Sobolev inequalities, ‖u(m)‖L1(0,T ;L4(Ω)) ≤ C41 , for all m ∈ IN. Using a classical result on spaces

Lp(0, T ;Lq(Ω)), we get that (u(m))m∈IN converges in L1(0, T ;L2(Ω)) to ū as m → ∞. Thanks to (4.64),
we have ‖u(m)‖L∞(0,T ;L2(Ω)d) ≤ C38 , for all m ∈ IN. The same result on spaces Lp(0, T ;Lq(Ω)) implies

that (u(m))m∈IN converges in L2(0, T ;L2(Ω)) to ū as m → ∞. We can therefore pass to the limit in
(4.68). The resulting inequality implies ū ∈ L2(0, T ;H1

0 (Ω)d) (see [24]). Passing to the limit in (4.64)
leads to ū ∈ L∞(0, T ;L2(Ω)d).
The proof ū is a weak solution of (4.1)-(4.2) in the sense of definition 4.1 is then obtained by passing to
the limit in the scheme, we refer to [33] for the details.

Remark 4.28 Using the above proof of convergence, we get the energy inequality for d = 2 or 3 from
inequality (4.67), since we have the property

∫ T

0

∫

Ω

(∇u(i)(x, t))2δxδt ≤ lim inf
m→∞

N(m)−1∑

n=0

δt[u
(m,i)

n+ 1
2

, u
(m,i)

n+ 1
2

]D(m)

4.4 Stabilization by clustering

The drawback of the stabilization used in system (4.23) is that it yields some redistribution of the fluid
mass over the whole domain. Moreover, in order to obtain convergence, one needs to let the stabilization
parameter tend to 0. For both reasons, we replace here the system (4.23) by:





η |K| uK − ν
∑

L∈NK

τσKL
(uL − uK) − ν

∑

σ∈EK∩Eext

|σ|
dK,σ

(0 − uK)

+
∑

L∈NK

1

2
|σKL| nKL (pL − pK) =

∫

K

f(x)δx

∑

L∈NK

1

2
|σKL| nKL · (uK + uL) −

∑

L∈NK

λKLτσKL
(pL − pK) = 0,

(4.70)

where the parameters λKL are chosen according to the following method. The family of control volumes
M is partitioned into disjoint clusters of neighbouring control volumes. These clusters are chosen such
that the distance between two control volumes belonging to the same cluster is bounded by ChD, where
C is a given constant. Then the stabilising parameter λKL is chosen equal to some λ > 0 for any pair of
neighbouring control volumes K and L belonging to the same cluster, 0 otherwise. The value λ is chosen
large enough to prevent instabilities.
An example of such an algorithm for partitioning M is the following:

• select an order for the control volumes Ki, i = 1,M ;
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• for i = 1 to M , if Ki and all its neighbours do not yet belong to a cluster, initialise a new one by
Ki and all its neighbours;

• for i = 1 to M , if Ki does not yet belong to one of the clusters, one of its neighbour does: include
Ki in this cluster.

Figure 4.1: Voronöı mesh and clusters of controls volumes.

This stabilisation technique has been implemented with success for the transient Navier Stokes equations
with or without the energy equation [15]. We shall present in a further paper the mathematical study of
convergence of this stabilised scheme. Note that a crucial difference with the stabilisation of [13] is that
there is no need to let λ tend to 0 with the size of the mesh, which means that the presence of a finite
stabilization does not decrease the quality of the approximation. The numerical examples given below
illustrate this kind of property.

4.5 Numerical results

An industrial implementation of a colocated finite volume scheme may be found in [4] for instance,
where complex applications are considered. Focusing in this paper on properties of convergence and
error estimates, some simple numerical experiments are described here to observe the convergence rate
of Schemes (4.22) and (4.61)-(4.62) with respect to the space and time discretizations. To that purpose,
we use a prototype code where the nonlinear equations are solved by an under relaxed Newton method,
and the linear systems by a direct band Gaussian elimination solver. This code handles Stokes or Navier-
Stokes problems with various boundary conditions, using non uniform rectangular or triangular meshes
on general 2D polygonal domains.

The linear Stokes equations are first considered in the case d = 2, Ω = (0, 1) × (0, 1), ν = 1, and f is
taken to satisfy (4.16) with a solution equal to





ū(1)(x(1), x(2)) = −∂(2)Ψ(x(1), x(2))
ū(2)(x(1), x(2)) = ∂(1)Ψ(x(1), x(2))

p̄(x(1), x(2)) = 100
(
(x(1))2 + (x(2))2

)
,

denoting by Ψ(x(1), x(2)) = 1000 [x(1)(1−x(1))x(2)(1−x(2))]2. The approximate solution (u, p) is computed
with the scheme (4.22). The observed numerical order of convergence, considering the norms ‖u −
PDū‖L2(Ω) and ‖p − PD p̄‖L2(Ω), is equal to 2 for the velocity components, and to 1 for the pressure in
the cases of non uniform rectangular and square meshes (from 400 to 6400 grid blocks). Note that in
these cases, there is apparently no need for a significant positive value of the stabilization coefficient λ.
The observed numerical order of convergence is similar in the case of triangular meshes (from 1400 to
5600 grid blocks), but values such as λ = 10−4, α = 1 have to be used in order to avoid oscillations in
the pressure field. This confirms that in the case of triangles, the approximate pressure space is too large
to avoid stabilization. In fact, other tests were performed (e.g. the classical backward step) which show
that stabilization is also needed in the case of rectangles when more severe problems are considered. Note
that in industrial implementations, stabilization may be performed with other means, see [55], [4], (see
also [11] in the triangular case).
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We then proceed to a similar comparison in the case of transient nonlinear problems. Considering a
transient adaptation of the above steady-state analytical solution, the continuous problem is then defined
by zero initial and boundary conditions, T = 0.1, and the function f is taken to satisfy (4.1) with a
solution equal to 




ū(1)(x(1), x(2), t) = −t ∂(2)Ψ(x(1), x(2))

ū(2)(x(1), x(2), t) = t ∂(1)Ψ(x(1), x(2))
p̄(x(1), x(2), t) = 100 t

(
(x(1))2 + (x(2))2

)
,

with the same function Ψ as above. We again observe an order 2 of convergence of the approximate
solution at times t = .05 and t = .1, when the space and the time discretizations are simultaneously
modified with the same ratio (from δt = 0.01 to δt = 0.0025 as the size of the mesh is divided by 4).
Similar observations are still valid for the classical Green-Taylor example.

4.6 Discretization of the full viscous tensor

Let us write the conservation of mass and momentum for a general compressible viscous flow:

{
∂tρ+ div(ρu) = 0, in Ω × (0, T ),
∂t(ρu) − divτ + ∇p+ div(ρu⊗ u) = ρg in Ω × (0, T ),

(4.71)

with an energy equation, which we do not state here, and where the viscous stress tensor τ is defined by:

τ = µ(∇u+ (∇u)t − 2

3
divu Id) + ξdivuId,

where µ and ξ are respectively the shear (resp. bulk) viscosities.
If the coefficients µ and ξ are assumed constant, then the divergence of the viscous stress tensor maybe
written as:

divτ = µ∆u+ (ξ +
µ

3
)∇(divu). (4.72)

Let us then give a finite volume discretization of τ with the discrete derivatives introduced in Chapter 3
(see definition of the discrete gradient (3.13)–(3.15)).

For a given function v ∈ (HD)2, let d̂ivD ∈ HD be the function defined by:

(d̂ivDv)|K =
1

|K|
∑

L∈NK

τσKL
(vL − vK) · (xσ − xK), for any K ∈ M. (4.73)

Note that this discrete divergence operator is defined with the same discretization of derivatives as in
the discrete gradient (3.13)–(3.15). However, it is not the discrete dual operator to this latter discrete
gradient.

We may then define the discrete operator ∇D(d̂ivD) by:

(∇D(d̂ivDv))|K =
1

|K|
∑

L∈NK

GKL, (4.74)

where

GKL = τσKL

(
(d̂ivD)v)|K(xσKL

− xK) + (d̂ivD)v)|K(xσKL
− xK)

)
. (4.75)

The complete discretization of (4.72) is then obtained by using the classical cell centred finite volume
scheme described in Chapter 2 for the Laplace operator, and the formulae (4.73)–(4.75) for the discretiza-
tion of the term ∇(divu). We thus have an easy way of discretizing the full viscous tensor, using the
discrete gradient introduced in Chapter 3. This scheme has been implemented successfully on test cases,
and its convergence analysis is the object of ongoing work.
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4.7 Conclusions

The above numerical results show that the theoretical error estimate which is proved in Section 4.2 for
the linear Stokes equations is non optimal; a sharper estimate is currently being written [34] under more
regularity assumptions on the mesh.
The proof of convergence of the full space-time discrete approximation of (4.1) given by (4.62) uses
estimates on the time translates, which were introduced in the L2(Ω × (0, T )) framework for the proof
of convergence of the finite volume method for degenerate parabolic equations [36; 24] and used for
several other cases, see e.g.[29]. A major difficulty which arises here is the handling on the nonlinear
convective term, as in the continuous case, which leads us to establish an estimate on the time translates in
L1(0, T ;L2(Ω)). This new technique may be used for parabolic problems with other type of nonlinearities.
We remarked that industrial codes use other types of stabilisations than the one used here. Further works
will be devoted to the mathematical study of such stabilisations, for which, to our knowledge, no proof
of convergence is known up to now. The cluster stabilization which has been introduced in our numerical
code is also being studied.
Finally, let us mention ongoing work on the generalisation of the scheme studied here to the full transient
Navier-Stokes equations including the energy balance, under the Boussinesq approximation, where the
viscous stress tensor is discretized as shown in paragraph 4.6.
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[56] I.D. Mishev, Finite volume methods on Voronöı meshes. Num. Meth. P.D.E., 14 (1998), 193–212.
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